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Abstract

In this thesis, we develop a new connection between the dynamics of quadratic polynomials on the

complex plane and the dynamics of homeomorphisms of surfaces. In particular, given a quadratic

polynomial, we investigate whether one can construct an extension of it which is a generalized

pseudo-Anosov homeomorphism. Generalized pseudo-Anosov means it preserves a pair of foliations

with infinitely many singularities that accumulate on finitely many points. We determine for which

quadratic polynomials such an extension exists. The construction is related to the dynamics on the

Hubbard tree, which is a forward invariant subset of the filled Julia set containing the critical orbit.

We define a type of Hubbard trees, which we call crossing-free, and show that these are precisely

the Hubbard trees for which one can construct a generalized pseudo-Anosov map.
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Chapter 1

Introduction

1.1 Motivation

The interplay of geometric topology and complex dynamics has proved to be fruitful, at least since

the work of Thurston, and there have been recently new developments. The goal of this thesis lies

at the intersection of both fields in order to develop new connections between the two areas.

The Nielsen-Thurston classification [FM12] of mapping classes established that every orienta-

tion preserving homeomorphism of a closed surface, up to isotopy, is either periodic, reducible, or

pseudo-Anosov. Pseudo-Anosov maps have particulary nice structure because they expand along

one foliation by a factor of λ > 1 and contract along a transversal foliation by a factor of 1
λ . The

number λ is called the dilatation of the pseudo-Anosov.

Fried showed [Fr85] that every dilatation λ of a pseudo-Anosov map is an algebraic unit, and

conjectured that every algebraic unit λ whose Galois conjugates lie in the annulus Aλ = {z : 1
λ <

|z| < λ}, known as bi-Perron unit, is a dilatation of some pseudo-Anosov on some surface S.

Moreover, the dilatation λφ of the pseudo-Anosov φ measures the dynamical complexity of the

pseudo-Anosov map. Precisely, the topological entropy of the pseudo-Anosov equals log λφ, see

[BCK21]. Thurston [Th14] proved that a positive real number h is the topological entropy of a

post-critically finite (PCF) self-map of the unit interval if and only if λ = exp(h) is weak Perron. A

weak Perron number is an algebraic integer λ that is at least as large as the absolute value of any

of its Galois conjugates.

Pseudo-Anosovs play a huge role in Teichmüller theory and geometric topology. The relation

between these and complex dynamics has been well studied, inspired by Thurston.

Thurston’s theory uses train tracks and their endomorphisms to combinatorially describe pseudo-

Anosov maps of surfaces. Train tracks [PH91] are graphs embedded in the surface equipped with

additional data on their vertices that specifies how to ”turn” and ”follow” along the tracks. Then the

1



CHAPTER 1. INTRODUCTION 2

associated Markov matrix gives enough information to reconstruct the surface by building rectangles

with sides parallel to the horizontal and vertical foliations and then gluing them. Then following

the train track map, the pseudo-Anosov stretches these rectangles horizontally and contracts them

vertically.

Constructing pseudo-Anosov maps has been an active area of research for many decades starting

with Penner [Pe88] and Thurston [Th88] up to the more recent work of Hubbard, Rafiqi and Schang,

where they constructed pseudo-Anosovs from permutations and matrices [HRS19].

Following the steps of Thurston’s theory on train tracks, de Carvalho-Hall and Farber constructed

generalized pseudo-Anosovs from real quadratic polynomials [dCH04] [Fa22]. Generalized pseudo-

Anosov maps are similar to pseudo-Anosovs except that the invariant foliations are allowed to contain

infinitely many singularities provided that they accumulate at finitely many points. In their work,

train tracks are still finite graphs with endomorphisms that are still finite to one, however, they are

allowing the additional information on vertices to be infinite. The question then arises if one can

generalizes this to complex, instead of real, polynomials

The goal of this thesis is to build a new connection between complex dynamics and Teichmüller

theory by constructing generalized pseudo-Anosov maps of surfaces from polynomials acting on the

complex plane. The construction will be related to the dynamics on the Hubbard tree T , which is

an invariant subset of the filled Julia set (see Section 2.5 for the definition). So basically, we are

interested in the following question.

Question 1.1.1. If f : T → T is a post-critically finite quadratic polynomial with Hubbard tree T , is

there a surface S and a generalized pseudo-Anosov homeomorphism φ : S → S that is an extension

of f?

S S

T T

φ

π π

f

In other words, we require the above diagram to commute.

1.2 Main result

We will show that the type of Hubbard trees for which the construction is possible are those that

are crossing-free and non-degenerate.

A Hubbard tree is non-degenerate when the critical point is not an endpoint: thus, it divides

the tree into two sub-trees. We call upper branch Bu the sub-tree containing the critical value, and

lower branch Bl the other one.

Definition 1.2.1. A Hubbard tree T is said to be crossing-free if there exists an embedding of T

into the plane C that satisfies the following:

The image f(Bl) of the lower branch can be isotoped, while fixing the endpoints of T , into a tree

that does not intersect the interior of the image f(Bu) of the upper branch.

Below are examples of both a crossing-free Hubbard tree and a Hubbard tree with crossing.
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Crossing-free Hubbard tree. Hubbard tree with crossing.

Figure 1.1: Examples of Hubbard trees.

Definition 1.2.2. Let T be the Hubbard tree of a post-critically finite quadratic polynomial. We

say that f is extendable to a generalized pseudo-Anosov homeomorphism if there exist a surface S

and a generalized pseudo-Anosov φ such that φ is an extension of f .

The main result of this paper is the following:

Theorem 1.2.3. Let f be a superattracting quadratic polynomial and let T be its Hubbard tree.

Then (f, T ) is extendable to a generalized pseudo-Anosov if and only if it is crossing-free.

Crossing-free Hubbard tree. Generalized pseudo-Anosov map.

Figure 1.2: The correspondence from Theorem 1.2.3.

Note that the dilatation λ of the generalized pseudo-Anosov satisfies λ = exp(h(f)) where h(f)

denotes the core entropy of the polynomial f .

This result generalizes to complex polynomials the results of de Carvalho-Hall and Farber, who

constructed generalized pseudo-Anosovs from real quadratic polynomials [dCH04] [Fa22].

To give an idea of the proof, the construction of the pseudo-Anosov map, that we will see in

Section 5.1, goes as follows:
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1. First, we thicken the tree and then we define a thick map on it.

2. Since the map folds the thickened tree and to keep track of the folding, we construct a tree-like

train track by a procedure that’s shown in Figure 5.3.

3. We then use the dynamics of the train track to compute the transition matrix whose leading

eigenvalue will be our dilatation λ.

4. Moreover, we use the eigenvectors of the matrix as the dimensions of the rectangles that we

build.

5. After that, we identify the rectangles to create the generalized pseudo-Anosov homeomorphism.

To prove the converse (Theorem 5.1.11), we use the invariant foliation of the generalized pseudo-

Anosov to isotope apart the upper and the lower branches showing that the Hubbard tree must be

crossing-free.

1.3 Further questions

This thesis opens up several areas of investigation. For instance, one may consider the following

questions:

1. Is there a classification of generalized pseudo-Anosovs? See also the recent thesis [Di24].

2. For which parameters in the Mandelbrot set the above construction is possible? In other

words, which quadratic Hubbard trees are crossing-free? Probably, this corresponds exactly

to parameters in the principal veins.

3. Determine which algebraic numbers give rise to entropies of these generalized pseudo-Anosovs

in the spirit of Fried’s conjecture.

4. Given a value of the entropy h = log(λ), can it be realized as the core entropy of both a real

PCF quadratic polynomial and a PCF polynomial on a principal vein?

5. Can we extend Theorem 1.2.3 to any post-critically finite polynomial, i.e. to the polynomials

for which the orbit of the critical point is pre-periodic?

The thesis is made up of six chapters. Chapter 2 contains the background needed from complex

dynamics, while Chapter 3 contains preliminaries from geometric topology. In Chapter 4 we will

introduce new tools that we will need in our proof of the main result. Chapter 5 shows the proof

of the main theorem (Theorem 5.1), and finally, in Chapter 6 we discuss a detailed example of the

construction of a generalized pseudo-Anosov map.



Chapter 2

Complex Dynamics

In this chapter, we will provide the background needed from complex dynamics. Our work will

be related to quadratic polynomials acting on the complex plane C. But first, we will start with

preliminaries of the dynamics of iterated holomorphic mappings from a Riemann surface to itself.

2.1 Riemann surfaces

ARiemann surface is a connected complex analytic manifold of complex dimension one. By the

uniformization theorem, a simply connected Riemann surface is conformally isomorphic to one of

the following:

1. the complex plane C,

2. the open unit disk D ⊂ C, or

3. the Riemann sphere Ĉ = C ∪ {∞}.

These Riemann surfaces are distinct because Ĉ is the only compact one and any holomorphic

map C → D is constant by the Liouville’s Theorem.

2.2 Periodic points

Let S be a Riemann surface, and f : S → S be a holomorphic map.

A periodic point of f is a point z such that f◦p(z) = z, where f◦p is the p-th iteration of f . The

smallest such p is called the period of z. The set

{z, f(z), f◦2, . . . , f◦p(z) = z}

is called the periodic orbit or cycle. If the Riemann surface S ⊆ C, then the derivative λ = (f◦p)′(z)

is a well-defined complex number. λ is called the multiplier of the periodic orbit. In general, if S is

any arbitrary Riemann surface, we can define the multiplier using a local coordinate chart around

any point of the orbit.

Periodic orbits are classified, according to the multiplier λ, as either:

5



CHAPTER 2. COMPLEX DYNAMICS 6

• attracting if |λ| < 1, and superattracting if λ = 0,

• repelling if |λ| > 1, or

• indifferent (neutral) if |λ| = 1.

A periodic orbit is called rationally indifferent or parabolic if λ = e2π
p
q i for some p

q ∈ Q.

2.3 Mandelbrot and Julia sets

Consider the family of quadratic polynomials fc(z) := z2+ c, where both z and c are in the complex

plane C. We call the c−plane the parameter plane and the z-plane the dynamic plane. For each

parameter c, fc has a unique critical point z = 0. Moreover, to each parameter c in the parameter

plane, there corresponds the critical value fc(0) = c in the dynamic plane. We recall the following

definitions where we refer to [DH84] for more details:

Definition 2.3.1. The filled Julia set K(fc) of fc is given by

K(fc) := {z ∈ C : fnc (z) ̸→ ∞},

i.e. it is the union of all bounded orbits.

Definition 2.3.2. The Julia set J(fc) of fc is the boundary of the filled Julia set, i.e. J(fc) :=

∂K(fc). The complement of the Julia set is called the Fatou set, and its connected components are

called Fatou components.

Definition 2.3.3. The Mandelbrot set M is given by

M := {c ∈ C : J(fc) is connected}.

Moreover, the parameter c ∈ M if and only if the critical orbit is bounded, i.e. if and only if

0 ∈ K(fc). Let M ′ be the set of parameters c for which fc has an attracting cycle. The connected

components of M ′ are called the hyperbolic components of
◦
M .

2.4 External rays

The complement of the Mandelbrot set is a non-empty, open set, and simply connected in the

Riemann sphere Ĉ. Consider the unique Riemann map Φ : C\D̄ → C\M with Φ(∞) = ∞ and

Φ
′
(∞) > 0. We can define external rays as follows:

Definition 2.4.1. For θ ∈ R/Z, we define the external ray at θ to be the setRM (θ) := Φ({ρe2πiθ, ρ >
1}). An external ray RM (θ) is said to land at x if

lim
ρ→1+

Φ(ρe2πiθ) = x.

In [DH84], it’s shown that every external ray of M with rational angle lands.

If the rational angle in the reduced form is θ = p
q , then there are two cases for the point c where

the external ray lands:
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Figure 2.1: External rays.

• Case 1. When the denominator q is odd, then the external ray RM (θ) lands on a parameter c

such that fc has rationally indifferent orbit. In this case, two external rays land at such point

c, except for the parameter c = 1
4 where only the external ray of angle θ = 0.

• Case 2. When the denominator q is even, then the external ray RM (θ) lands on a parameter c

such that the critical orbit of fc falls on a repelling orbit. Such parameter c is called Misurewicz

point. Each Misurewicz point has finitely many external rays landing on it.

For each component U of M ′ and for each c ∈ U , fc has a unique attracting cycle of some period

p. Let zc be a point in the cycle. The map φU : U → D given by φU (c) := (f◦p)′(zc) is a conformal

mapping which extends injectively to the boundary. We define the center of U to be φU (c)
−1

(0)

and the root of U to be φU (c)
−1

(1).

2.5 Hubbard trees

Definition 2.5.1. A polynomial f : C → C is said to be post-critically finite if the forward orbit of

every critical point of f is finite.

Recall a rational angle θ ∈ Q/Z determines a post-critically finite map fθ(z) := z2 + cθ. If θ is

pre-periodic for the doubling map, then the external ray of angle θ lands at a post-critically finite

parameter that we denote as cθ. If θ is purely periodic for the doubling map, then the external ray

lands at the root of a hyperbolic component, and we let cθ be the centre of such component.

Remark 2.5.2. If f is post-critically finite, then the filled Julia set K(f) is connected and locally

connected. This implies that K(f) is path-connected. Moreover, If f is post-critically finite, then

there are two cases for f :

• f is Misiurewicz. This means that the critical points of f are strictly pre-periodic. In this

case, the interior of the filled Julia set K(f) of f is empty. Therefore, for any two points

x, y ∈ K(f), there exist a unique arc between them.
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• f is super-attracting. This is the case when critical points are purely periodic. In this case,

for every bounded Fatou component U , there exists (up to rotation) a unique biholomorphism

φu : U → D. For a fixed angle θ, we call {φu(re
2πθi) : 0 ≤ r ≤ 1} a radial arc of U .

Definition 2.5.3. An arc I inside the filled Julia set is said to be regulated if the intersection of I

with the closure of every bounded Fatou component is either empty, a point, or a union of radial

arcs.

We are ready now to define the Hubbard tree.

Definition 2.5.4. Let f be a post-critically finite quadratic polynomial with critical point c0 and

let ci = f◦i(c0). We define the Hubbard tree T of f to be the union of the regulated arcs

T =
⋃

n,m≥0

[cn, cm].

It is a forward invariant subset of the filled Julia set K(f) that contains the critical orbit.

Example 2.5.5. Let f be a quadratic polynomial with the characteristic angle θ = 1
5 . Then the

critical point c0 has period p = 4. Then looking at the Julia set of f, in Figure 2.2, we can see

the Hubbard tree which is the union of the regulated arcs [c1, c3] and [c2, c3]. Also we can see the

external rays that land at the roots of the Fatou components containing the elements of the critical

orbit. Note that the angles θ
2 = 1

10 and θ+1
2 = 3

5 both land on the boundary of the critical Fatou

component containing the point c0 = c4.

Figure 2.2: Hubbard tree for post-critically finite quadratic polynomial with angle θ = 1
5 , and p = 4.

2.6 Core entropy

The topological entropy of a continuous real map is a measure of the dynamical complexity of the

map. In particular, it is the measure of the complexity of the orbits of the map. It is defined to be
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the growth rate of different orbits of length n. Let (X, d) be a compact metric space and f : X → X

is a continuous map. A set E ⊆ X is said to (n, ϵ)-span another set K if for each x ∈ K there exists

y ∈ E such that d(f◦i(x), f◦i(y)) ≤ ϵ for all 0 ≤ i ≤ n, i.e. if every point of K stays close to some

point in E for the first n iterates. If K ⊆ X is compact, we let N(n, ϵ,K) be the minimal cardinality

of all E ⊆ K that (n, ϵ)-spans K. We define the topological entropy as follows [Ti15]:

Definition 2.6.1. Let f : X → X be a continuous map on a compact metric space, and let K ⊆ X.

The topological entropy of f with respect to K is defined by

htop(f,K) = lim
ϵ→0

lim
n→∞

1

n
logN(n, ϵ,K).

Moreover, the topological entropy of f is defined by

htop(f) = htop(f,X).

W. Thurston [Th14] [TBGHLLT22] introduced the core entropy of post-critically finite complex

polynomial as follows:

Definition 2.6.2. The core entropy h(f) of a post-critically finite polynomial f is defined to be the

topological entropy of the restriction of f to its Hubbard tree T ,

h(f) := htop(f, T ).

If θ is a rational number, we consider the associated quadratic polynomial fθ as

h(θ) := h(fθ).

2.7 Lamination

Julia sets and the Mandelbrot set can have topological models given by lamination. They represent

equivalence relations on the boundary ∂D̄ of the disk arising from external rays landing on the same

point. lamination are defined as follows:

Definition 2.7.1. A geodesic lamination L is a closed set of disjoint union of hyperbolic geodesics

called leaves in the closed unit disk D̄.

A gap of a lamination L is the closure of a component of the complement of the union of all

leaves.

Julia sets of quadratic polynomials can be modeled by invariant quadratic laminations. The

action of the map f(z) = z2 on the boundary of the unit disk induces a dynamics on the lamination

L as follows: The image of a leaf ab with endpoints a and b is the leaf of the images f(a) and f(b)

of the endpoints, i.e.

f(ab) := f(a)f(b).

A leaf of maximal length in a lamination is called a major leaf, and its image a minor leaf.

A quadratic invariant lamination has two major leaves, and a unique minor leaf. An equivalence
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relation ∼ on the boundary of the unit disk as follows: θ1 ∼ θ2 if the rays Rc(θ1) and Rc(θ2) land

on the same point.

To construct a model for the Mandelbrot set, Thurston defined the quadratic minor lamination

LQM to be the union of the minor leaves of all quadratic invariant laminations. See [Th09] and

figure 2.3.

Figure 2.3: A topological model for M by Lamination.

2.8 Veins

In parameter space, a vein is a generalization of the real slice, R ∩M. A vein v is an embedded arc

in M , joining a parameter c ∈ ∂M with the center of the main cardioid. The following definitions

are taken from [Ti15]:

Definition 2.8.1. Given a vein v and a parameter c on v, we can define the set Rc as the set of

external angles of rays which land on v closer than c to the main cardioid:

Rc := {θ ∈ S1 : RM (θ) lands on v ∩ [0, c]}

where [0, c] means the segment of vein joining c to the center of the main cardioid.

In the p
q -limb, there is a unique parameter c p

q
such that the critical point lands on the β fixed

point after q iterates (i.e. f◦q(0) = β).

A vein in the Mandelbrot set is a continuous, injective arc inside the Mandelbrot set M . Now

we define veins combinatorially just in terms of laminations as follows: The degenerate leaf {0} is

the natural root of quadratic minor lamination LQM . No other leaf of LQM contains the angle 0

as its endpoint. Given a rooted lamination, we define a partial order on the set of leaves by saying

that l1 < l2 if l1 separates l2 from the root.
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Figure 2.4: A vein joining the center of the main cardioid with the main antenna in the 1
3 -limb

(θ = 1
4 ), and external rays landing on it.

Definition 2.8.2. Let l be a minor leaf. Then the combinatorial vein defined by l is the set

P (l) := {l′ ∈ LQM : {0} < l′ < l}

of leaves which separate l from the root of the lamination.

2.9 Principal vein

Let p
q be a rational number, with 0 < p < q and p, q coprime. The p

q -limb in the Mandelbrot set is

the set of parameters which have rotation number p
q around the α fixed point. In each limb, there

exists a unique parameter c = c p
q
such that the critical point maps to the β fixed point after exactly

q steps, i.e. f◦qc (0) = β. These parameters represent the “highest antennas” in the limbs of the

Mandelbrot set.

Definition 2.9.1. The principal vein v p
q
is the vein joining c p

q
to the main cardioid. We shall

denote by θ p
q
the external angle of the ray landing at c p

q
in parameter space.

Figure 2.4 shows the vein joining the center of the main cardioid with the main antenna in the
1
3 -limb (θ = 1

4 ), and external rays landing on it. For more details, see [DH84].



Chapter 3

Geometric Topology

In this chapter, we will provide a brief background from geometric topology. We consider a surface

S which is a 2-dimensional manifold, with two fundamental objects attached to it: a group and a

space. We will mainly recall the definitions and main classifications of the former object, that is the

group.

3.1 Mapping class group

A group of interest in geometric topology is the mapping class group of a surface S, denoted by

Mod(S), which is defined as the group of isotopy classes of orientation preserving homeomorphisms

of S.

3.1.1 Periodic mapping classes

A periodic mapping class f is a finite order element in Mod(S). This is equivalent to f having an

automorphism of a Riemann surface as representative. Moreover, each periodic element of Mod(S)

can be realized as an isometry of S with respect to some hyperbolic metric.

3.1.2 Reducible mapping classes

An element f of Mod(S) is reducible if there is a nonempty set {c1, . . . , cn} of isotopy classes of

essential simple closed curves in S such that i(ci, cj) = 0 for all i and j and so that {f(ci)} = ci for

i = 1, . . . , n. An example of a reducible mapping class is a Dehn twist Ta. Another example is the

mapping class given in Figure 3.1. This shows that there is an overlap between the set of periodic

and reducible elements of Mod(S).

3.1.3 Pseudo-Anosov mapping classes

Definition 3.1.1. An element f ofMod(S) is said to be pseudo-Anosov if there is a pair of transverse

measured foliations (Fu, µu) and (Fs, µs) on S, a number λ > 1, and a representative homeomor-

phism φ : S → S such that the following hold:

φ∗(Fu, µu) = (Fu, λµu) and φ∗(Fs, µs) = (Fs,
1

λ
µs).

12
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Figure 3.1: Periodic mapping Class.

The measured foliations (Fu, µu) and (Fs, µs) are called the unstable foliation and the stable folia-

tion, and the number λ is called the dilatation of φ.

3.1.4 Classification

We recall the celebrated Nielsen–Thurston classification:

Theorem 3.1.2. Let g, n ≥ 0. Each mapping class f ∈Mod(Sg,n) is periodic, reducible, or pseudo-

Anosov. Further, pseudo-Anosov mapping classes are neither periodic nor reducible.

3.2 Generalized pseudo-Anosov mapping classes

The following definition of generalized pseudo-Anosov map is taken from [dCH04]:

Definition 3.2.1. A homeomorphism φ : S → S of a smooth surface S is called a generalized

pseudo-Anosov map if there exist

1. a finite φ−invariant set Σ;

2. a pair (Fu, µu), (Fs, µs) of transverse measured foliations of S\Σ with countably many pronged

singularities, which accumulate on each point of Σ and have no other accumulation points;

3. a real number λ > 1; such that

φ(Fu, µu) = (Fu, λµu) and φ(Fs, µs) = (Fs,
1

λ
µs).

3.3 Train-tracks

The following definition of train tracks is taken from [PH91]:
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Figure 3.2: Pronged singularities of the invariant foliations.

Definition 3.3.1. Let τ ⊂ S be a finite collection of one-dimensional CW complexes, each made

up of vertices, called switches, and edges, called branches, disjointly embedded in S. We say that

τ ⊂ S is a train track in S provided that the following conditions hold:

1. (Smoothness) τ is C1 away from its switches,

2. (Non-degeneracy) For any switch v of τ , there is an embedding f : (0, 1) → τ with f( 12 = v

which is a C1 map into S. So no switch of τ is univalent, and we moreover demand that each

simple closed curve component of τ contains a unique bivalent switch and that every other

switch of τ is at least trivalent,

3. (Geometry) Suppose that F is a component of S − τ , and let D(F ) denote the double of F

along the Cl frontier edges of F . Thus, non-smooth points in the frontier of F give rise to

punctures of D(F ). We require that the Euler characteristic χ(D(F )) of D(F ) be negative.



Chapter 4

New Tools

We now introduce two new mathematical objects that are useful for our construction.

4.1 Thick Hubbard trees

Definition 4.1.1. We define an n-star X to be a topological space homeomorphic to a disc with 2n

marked points on the boundary denoted in counter-clockwise order as pi, i = 1, . . . , 2n. We define

the inner boundary ∂inX of X as the subset of the boundary of X given by the union of the arcs

∂inX =

n⋃
i=1

[p2i−1, p2i].

Similarly, we define the outer boundary ∂outX of X as the union

∂outX =

n⋃
i=1

[p2i, p2i+1]

where p2n+1 = p1. We call a 2-star a rectangle.

We now give the definition of thick tree:

Definition 4.1.2. A thick tree is a closed topological 2-disc T consisting of junctions, sides.

Junctions are homeomorphic to a closed 2-disc and are of two types: end-junctions and inner-

junctions (representing the vertices and the post-critical set of the Hubbard tree, respectively). The

boundary of the junctions are divided into two parts. One part intersects the boundary of the thick

tree and the other part intersects the boundary of a side.

Sides are n-stars; moreover, every component of their inner boundary is contained in the bound-

ary of a junction, and every component of their outer boundary is contained in the boundary of T.
For n = 2, they are called simple sides and represent the thickening of the edges of the Hubbard

tree. For n > 2, n-stars represent a thickening of a neighbourhood of an n-valence branch point in

the Hubbard tree.

Definition 4.1.3. We say that the n-star X connects the junctions J1, . . . , Jk if the components of

the inner boundary of X are contained in the boundary of the junctions J1, . . . , Jk.

15
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Figure 4.1: n-star.

Figure 4.2: Thick Hubbard tree.

Figure 4.2 shows a thick Hubbard tree with four junctions (blue, green, red, yellow), one 3-star

(connecting the blue, green, and red junctions), and one simple side (connecting the blue and yellow

junctions).

4.2 Thick tree maps

We define a map on the thick tree T as follows:

Definition 4.2.1. A thick tree map is a continuous orientation-preserving map F : T → T such

that:

1. F is homeomorphism onto its image;

2. if J is a junction of T then F (J) is contained in a junction;

3. if J and J ′ are junctions such that F (J) ⊆ J ′ then F (∂J\∂T) ⊆ ∂J ′\∂T;
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4. ifX is an n-star connecting junctions J1, . . . , Jk, then F (X) is an n-star connecting F (J1), . . . , F (Jk).

Moreover, Figure 4.3 shows a thick tree map of a Hubbard tree that maps the critical junction

in blue to the green junction; it maps the green junction to the red junction and the red junction to

the yellow junction; and it pulls the yellow junction to the blue one.

Figure 4.3: Thick tree map.

4.3 Tree-Like Train Tracks

Definition 4.3.1. We define a tree-like train track to be a family of vertices and curves embedded

on a surface such that the following hold:

1. there are finitely many vertices of two types, called switches and branch points;

2. there are countably many curves of two types called edges and loops;

3. away from vertices, the curves are smooth and do not intersect;

4. the endpoints of each curve are vertices;

5. if the endpoints of a curve are the same point, the curve is called a loop. Otherwise, it is called

an edge;

6. at branch points only edges can meet and at switches edges and loops can meet;

7. at each switch, countably many curves meet with a unique tangent line, with one edge entering

from one direction and the remaining curves entering from the other direction;

8. the union of all edges is a topological tree.



Figure 4.4: Tree-like train track.

18



Chapter 5

Constructing Generalized

pseudo-Anosov Maps from

Hubbard Trees

in this chapter, we will present a detailed proof of the main theorem.

5.1 Main Theorem

Consider a quadratic polynomial f : C → C with critical point c0 of period p. Let T be a Hubbard

tree of f such that it is non-degenerate, i.e. c0 is not an endpoint of T . The critical point divides

the tree into two connected components which we call half-trees. Denote the half-tree that contains

f(c0) as the upper branch Bu and the other one as the lower branch Bl.

Definition 5.1.1. The tree T is said to be crossing free if the embedding of T in the plane C is

such that the image f(Bl) of the lower branch can be isotoped, while fixing the endpoints of T , into

a tree that does not intersect the interior
◦
f(Bu) of the image of the upper branch.

Crossing-free Hubbard tree. Hubbard tree with crossing.

Figure 5.1: Examples of Hubbard trees.

We will start with some lemmas about crossing-free Hubbard trees.

19
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Lemma 5.1.2. Let T be a crossing-free non-degenerate Hubbard tree with a branch point P . Then

the branch point P cannot be mapped to a fixed branch point.

Proof. Assume by contrary that there is a fixed branch point P0 such that f(P ) = P0. Note that P

and P0 cannot be in the same half-tree since the restriction of f to each of the half-trees is injective.

Looking at the images of the neighbourhoods of P and P0, we have the following:

• the images of neighbourhoods of P and P0 are neighbourhoods of P0

• any sufficiently small neighbourhood of P0 is homeomorphic to a star S with n > 2 branches

• there is no homotopy that takes the star away from itself while staying in an ϵ neighbourhood

of the tree.

This contradicts the crossing-free assumption.

Lemma 5.1.3. In a Hubbard tree, every branch point is pre-periodic. Moreover, if the tree is crossing

free, then every pre-fixed branch point is fixed.

Proof. Note that in any Hubbard tree, every branch point is mapped to a branch point. Since there

are finitely many branch points, every branch point is pre-periodic. The second claim follows from

Lemma 5.1.2.

Conjecture 5.1.4. If the Hubbard tree is crossing-free, then there is only one branch point.

Now we will prove the first part of our main theorem.

Theorem 5.1.5. Let f be a post-critically finite quadratic polynomial and let T be its Hubbard tree.

If (f, T ) is crossing-free, then it is extendable to a generalized pseudo-Anosov homeomorphism.

Proof. This is a proof by construction. Let T be a crossing-free non-degenerate Hubbard tree. Let

c0 be the critical point with period p. Since T is a non-degenerate Hubbard tree, then c0 is located

in the middle of T between the upper branch Bu and the lower branch Bl.

Figure 5.2

Since T is a crossing-free Hubbard tree, then there exist:

Φu : f(Bu)× [0, 1] → Nϵ(f(Bu)) defined by
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Φu(p, t) = p, ∀p ∈ ∂f(Bu), ∀t,

and

Φl : f(Bl)× [0, 1] → Nϵ(f(Bl)) defined by

Φl(p, t) = p, ∀p ∈ ∂f(Bl), ∀t,

such that

Φu(f(Bu)\∂f(Bu), 1) ∩ Φu(f(Bl)\∂f(Bl), 1) = ∅.

Now the construction will take the following steps:

Step 1. We thicken the tree T into a thick tree T that consists of junctions J ’s and sides S’s.

Junctions are topologically discs that represent the critical orbit. So there are p junctions in T.
In between junctions, there are sides S’s which are topologically rectangles such that the following

holds:

• If the connected component cc(T\{J ′s, T}) contains a single edge of T with no branch points,

then S = cc(T\{J ′s, T}).

• If cc(T\{J ′s, T}) contains a branch point in Tθ of valence n, then we connect the branch point

to each of the boundary component with lines li, for 1 ≤ i ≤ n. Moreover, cc(T\{J ′s, T})
will contain n sides Si, 1 ≤ i ≤ n such that Si has li ∪ li+1 as one side and a junction as the

opposite side.

Around an n-branch point, n sides form an n-star

Note that in T, there are p junctions and p+ b− 1 sides, where b is the number of branch points.

Now define f̃ : f(T ) → Nϵ(f(T )) by

f̃(x) =

Φu(x, 1) if x ∈ f(Bu)

Φl(x, 1) if x ∈ f(Bl)
.

Starting with the thick tree T, we embed the images f̃(Bu) and f̃(Bl) such that JRed = f̃(Bu)∩
Jf(c0) and JBlue = f̃(Bl)∩ Jf(c0) intersect at f(c0). We smoothen this point such that JRed ∪ JBlue

is diffeomorphic to half a circle.

Step 2. We define a thick map F : T → T such that it satisfies the following:

1. F (T) ⊆ T.

2. The junction Jc0 around the critical point c0 is mapped homeomorphically into the junction

Jc1 around the critical value c1 such that F (Jc0) ⊆ Jc1 and the two sides Jc0,u and Jc0,l of

∂Jc0 ∩
◦
T are mapped to disjoint segments of the one side of ∂Jc1 ∩

◦
T in the following way:

• F (Jc0,u) intersects JRed and F (Jc0,l) intersects JBlue,

• F : Jc0 → F (Jc0) ⊆ Jc1 is an embedding,

• and the union JRed ∪ JBlue is contained in F (Jc0).

3. Junctions that do not contain the critical point c0 are mapped homeomorphically into junc-

tions. More precisely, if Ji contains ci with i ∈ {1, . . . , p − 1}, then F (Ji) contains f(ci) and
F (Ji) ⊆ Jj for j ∈ {0, 1, . . . , p− 1}. There are three cases for such junctions:
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Case 1. If end junction, end point of T , is mapped to end junction, then the boundary

∂ is mapped a boundary ∂, and the rest of the junction is embedded in the junction.

Case 2. If end junction is mapped to an inside junction, then the boundary ∂ is mapped

the boundary part where it meets f̃(Bα).

Case 3. If an inside junction is mapped to an inside one, then the boundary ∂ sides will

be mapped to the corresponding boundary sides such that they preserve the orientation

of the original map.

4. Sides between junctions will be mapped as follows:

Case 1. If a side Si is connecting two junctions Jm and Jn, then it is mapped to a side

F (Si) that connects F (Jm) and F (Jn) such that:

• the inner boundary ∂Si ∩
◦
T is mapped to ∂F (Jm) ∩

◦
T and ∂F (Jn) ∩

◦
T,

• the outer boundary ∂Si\(∂Si∩
◦
T) is mapped to disjoint arcs that connect the bound-

ary parts of the images of the junctions accordingly,

• and F (Si) is a rectangle that is a neighbourhood of f̃(f(Si ∩ T )).

Case 2. Around an n-branch point, n sides form an n-star

. An n-star is mapped to an n-star, specifically, n sides are mapped to n rectangles each

of which has F (∂Si ∩ ∂Ji) as one side.

Let T be a tree connecting the critical orbit and representing the Hubbard tree Tθ. For each Si

there is a homeomorphism hi : Si → [0, 1]× [0, 1] with a rectangle so that hi(T ∩ Si) = { 1
2} × [0, 1].

That is the tree is sent to the middle horizontal line. Let P : [0, 1]× [0, 1] → {1/2}× [0, 1] be defined

as

P (x, y) = (
1

2
, y).

Define πi : Si → T ∩ Si on each Si to be given by

πi = h−1
i ◦ P ◦ hi

Define a continuous map ξj : Jj → Jj on each junction to be

ξj = πi on ∂Jj ∩ ∂Si

for every side Si that intersects the junction Jj , and so that the restriction of ξj to the interior

Jj \ ∪(∂Si) is a homeomorphism onto its image.

We define an isotopy map on T as follows:

ψ : T → T

ψ(z) =

{
πi(z) if z is in the side Si

ξj(z) if z is in the junction Jj .

To keep track of the folding, we construct a tree-like train track as follows:

• First we let τ0 = (Bu ∪Bl) \
◦
J0 be the disconnected tree-like train track with switches that are

located at the intersection of the tree T and the boundary of the junction ∂J0.
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• Then, we apply the map F to τ0.

• Apply ψ to F (τ0).

• Denote the resulting by τ1.

• Now we continue by applying F to τ1 and repeat the above process.

• This way, we get;

τ0 ⊂ τ1 ⊂ · · · ⊂ ∪τi.

More precisely, let Φ : T → T be defined as

Φ = ψ ◦ F.

Define τn = Φn(τ0). Since τ0 ⊂ τ1, then τn ⊂ τn+1 ∀n. Let

τ∞ =

∞⋃
n=0

τn.

Then by construction

Φ(τ∞) = Φ(

∞⋃
n=0

τn) =

∞⋃
n=0

Φ(τn) =

∞⋃
n=1

τn = τ∞.

Figure 5.3: How to produce a tree-like train track using pseudo-isotopies.

Let ti = π(Si), 1 ≤ i ≤ s be the edges of the tree-like train track τ∞. Define a matrixM = (mij)

where mij equals the number of times ti crosses Φ(tj) for 1 ≤ i, j ≤ s.
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Let λ be the leading eigenvalue and x = (x1, . . . , xs) and y = (y1, . . . , ys) be the right- and

left-eigenvalues corresponding to λ, respectively. Then we construct rectangles Ri, 1 ≤ i ≤ s, of

dimensions xi× yi. Then we glue these rectangles. To show that this gluing is possible, we will look

at the various cases of the branch points. First we will consider the case where the valence is an odd

number n. Then for the case of an even valence, we will consider the three options of the branch

point, the case of a fixed branch point, the case of periodic branch point with period k > 1, and the

case of pre-periodic branch point with pre-period l > 1.

The next lemma shows that it’s possible to glue the rectangles around a branch point with odd

valence.

Lemma 5.1.6. Let τ be a tree-like train track with a branch point p of valence n, where n is odd.

Let Ri, i = 1, . . . , n, be n rectangles constructed for the edges around the branch point p in either a

clockwise or counter-clockwise direction. Let xi and yi be the sides of Ri. Then we can glue all of

Yi, i = 1, . . . , n, around the branch point such that each yi is divided into two subsegments zi and wi,

and wi is glued to zi+1.

Proof. We need to show that the gluing of the subsegments is possible. Let the rectangles Ri, i =

1, . . . , n, be organized in a counter-clockwise order such that the sides y1, . . . , yn form an n-polygon.

So we want to find if the following system has a well-defined solution:

z1 + z2 = y1

z2 + z3 = y2

...

zn + z1 = yn

(5.1.1)

Since n is odd: The above system of equations (5.1.1) has the augmented matrix



1 1 0 . . . 0

0 1 1 . . . 0
...

. . .
...

0 0 . . . 1 1 0

0 0 . . . 1 1

1 0 . . . 0 1


,

such that the following hold

[
1 −1 . . . 1 −1 1

]


1 1 0 . . . 0

0 1 1 . . . 0
...

. . .
...

0 0 . . . 1 1 0

0 0 . . . 1 1

1 0 . . . 0 1


=

[
2z1 0 . . . 0

]
.
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Hence we have

y1 − y2 + · · ·+ yn−1 − yn = 2z1.

Since z1 must be positive, we need the following condition to hold

y1 + · · ·+ yn−1 > y2 + · · ·+ yn.

But this is true since yi > yi+1, i = 1, . . . , n−1, given that yi = λyi+1. This completes the proof.

In the case of gluing the rectangles around a branch point with an even valence, the next lemma

shows that it is possible for a fixed branch point.

Lemma 5.1.7. Let τ be a tree-like train track with a fixed branch point p of valence n. Let Ri, i =

1, . . . , n, be n rectangles constructed for the edges around the branch point p in either a clockwise or

counter-clockwise direction. Let xi and yi be the sides of Ri. Then we can glue all of Yi, i = 1, . . . , n,

around the branch point such that each yi is divided into two subsegments zi and wi, and wi is glued

to zi+1.

Proof. Again here we need to show that the gluing of the subsegments is possible. Let the rectangles

Ri, i = 1, . . . , n, be organized in a counter-clockwise order such that the sides y1, . . . , yn form an

n-polygon. So we want to find if the following system has a well-defined solution:

z1 + z2 = y1

z2 + z3 = y2

...

zn + z1 = yn

(5.1.2)

Since n is even, then the above system of equations (5.1.2) has the augmented matrix

1 1 0 . . . 0

0 1 1 . . . 0
...

. . .
...

0 0 . . . 1 1

1 0 . . . 0 1


,

with rank n− 1. Hence, the dim(Ker) = 1 with (1,−1, . . . , 1,−1) in the Kernel. That is

y1 − y2 + · · ·+ yn−1 − yn = 0. (5.1.3)
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Also, the Markov matrix of the system associated to the tree-like train track is given by the matrix

M =



0 1 0 . . . 0

0 0 1 . . . 0
...

. . .
. . .

...

0 0 . . . 0 1

1 0 . . . 0 0

B

A C


,

where the upper left block is n × n coming from the half-tree that contains the branch point, say,

the upper branch Bu. Then the block C is coming from the other half-tree, in this case the lower

branch Bl, say it’s m×m.

We claim that

Mv = −v (5.1.4)

where v = (1,−1, . . . , 1,−1, 0, . . . , 0) is an eigenvector associated to the eigenvalue −1.

The claim is true because block A has all zeros except for the first row which is given exactly

by
[
1 1 0 . . . 0

]
. In fact, the rows of block A represent all the edges that are disjoint from

the branch point. Block A contains ones only on places representing sides containing a pre-image

q ̸= p of the branch point. Since the tree-like train track has a fixed branch point then by Lemma

5.1.2, there is no other branch point that’s mapped to the fixed point. Hence the other pre-image q

is not a branch point. So q lies on some edge ej , j > n in the lower branch. The edge ej maps to

the union of two edges containing the critical point, and since the tree is crossing free, the two edges

are consecutive. This gives rise to consecutive ones in row j of block A. This proves the claim.

On the other hand, the transpose is given by the matrix

M⊺ =



0 0 0 . . . 1

1 0 0 . . . 0
...

. . .
. . .

...

0 0 . . . 0 0

0 0 . . . 1 0

A

B C



Let λ be the leading eigenvalue for M⊺ and since (y1, . . . , yn+m) is the associated eigenvector,

then we have

M⊺y = λy (5.1.5)
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i.e. 

0 0 0 . . . 1

1 0 0 . . . 0
...

. . .
. . .

...

0 0 . . . 0 0

0 0 . . . 1 0

A

B C





y1

y2
...

yn
...
...

yn+m


= λ



y1

2

...

yn
...
...

yn+m


(5.1.4) and (5.1.5) give the following

v⊺(M⊺y) = v⊺(λy)

(Mv)⊺y = λ(v⊺y)

−⟨v, y⟩ = λ⟨v, y⟩,

which implies

(λ+ 1)⟨v, y⟩ = 0.

Since λ ̸= −1, we get

⟨v, y⟩ = 0. (5.1.6)

This gives what we wanted to show as in (5.1.3).

The following lemma shows that the gluing is possible in the case of a periodic branch point with

period k > 1.

Lemma 5.1.8. Let τ be a tree-like train track with a periodic branch point p of valence n and period

k > 1. Let Ri, i = 1, . . . , n, be n rectangles constructed for the edges around the branch point p in

either a clockwise or counter-clockwise direction. Let xi and yi be the sides of Ri. Then we can glue

all of Yi, i = 1, . . . , n, around the branch point such that each yi is divided into two subsegments zi

and wi, and wi is glued to zi+1.

Proof. Since p is a periodic branch point of valence n and period k, then this part of the Hubbard

tree will consist of k branches as shown in Figure 5.4. The edges around p are denoted by e1, . . . , en

in the counter-clockwise direction where e1 is the edge connecting the branch point p to other part

of the Hubbard tree. Call the branch point p with the edges e1, . . . , en a p-star denoted by Sp. We

look at the dynamics of the k-th iteration of the map f on all edges ei of the Hubbard tree T and

choosing the ones intersecting the p-star. This gives the following:

{fk(e1), fk(e2), . . . , fk(en)} = {e1, e2, . . . , en}

If there is an edge ej in the Hubbard tree T such that fk(ej) intersects the p-star, then the intersection

fk(ej)∩ Sp = ei ∪ ei+1 for some i = 1, . . . , n− 1. This is because of the condition that the Hubbard

tree T is crossing free. This will show in the Markov matrix for fk as an upper block which is an

n × n matrix as in the proof of Lemma 4 and all rows in block B are zeroes except for some with
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Figure 5.4: A periodic branch point p of valence n and period k.

consecutive ones. 

0 0 0 . . . 1

1 0 0 . . . 0
...

. . .
. . .

...

0 0 . . . 0 0

0 0 . . . 1 0

A

B C


Following the same argument in Lemma 4, we get the result. This completes the proof.

Lemma 5.1.9. Let τ be a tree-like train track with a pre-periodic branch point p of valence n and

period k > 1. Let Ri, i = 1, . . . , n, be n rectangles constructed for the edges around the branch point

p in either a clockwise or counter-clockwise direction. Let xi and yi be the sides of Ri. Then we can

glue all of Yi, i = 1, . . . , n, around the branch point such that each yi is divided into two subsegments

zi and wi, and wi is glued to zi+1.

Proof. Since p is pre-periodic, then there is a number l such that f l(p) is periodic and by the last

Lemma, hence the gluing is possible for f l(p). Then we pull back and that will give the result.

The last three lemmas showed that the gluing of the n-rectangles around the branch point p is

possible.

So now we organize all rectangles following the tree-like train track such that the edges of the

tree-like train track represent the x-direction of the rectangles. Then we glue each two adjacent

rectangles in the y-direction. For those n-rectangles around the branch point p, the gluing is done

in the way described by the previous Lemmas such that a hyperbolic angle is formed. If there is no
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branch point, then we glue the two rectangles such that they align in the x-direction on the side

opposite of the loops as in Figure 5.5.

Figure 5.5: Aligning rectangles according to loops direction.

Let R be the union of all the rectangles Ri. Define H : R → R by

H(Ri) = R̃j

such that the following hold:

• R̃j has dimension xiλ× yiλ
−1,

• R̃j is located in the part of R that corresponds to the image F (ei) in F (τ∞), say R̃j ⊆ ∪Rk

for some k, and

• R̃j align in the x-direction with ∪Rk on the side following the image F (τ∞) of the tree-like

train track.

Figure 5.6: Gluing all the rectangles using the tree-like train track to get the surface R.

H acts homeomorphically on R\(∂R ∪ L0) where L0 is the side representing the critical point.

We then glue the x-direction of the boundary ∂R by the following steps:



CHAPTER 5. CONSTRUCTING GENERALIZED PSEUDO-ANOSOV MAPS FROM HUBBARD TREES 30

Figure 5.7: Applying the induced map H on R.

1. first identify the pre-images of each segment in the x-direction of the image of the boundary

H(∂R),

2. then glue the remaining parts of the x-direction of the boundary ∂R by following the identifi-

cations in step 1 and pull-back to the pre-images.

3. repeat step 2 until all the x-direction of the boundary ∂R are identified.

Last we identify the rest of the y-direction of the boundary ∂R, which represent the loops in the

tree-like train track, as follows:

• starting from the side of the first formed loop, we pinch the side and identify the two sides of

the pinch;

• then we continue with a set of identifications by pinching the remaining part of the side where

each pinch represents a loop;

• since there are infinite loops, then there will be a set of infinite pinching or identifications;

• to decide the exact points of the side where the identifications take place we use the following

equation
∞∑

n=0

λ−npy0 = y

where y is the length of the side, y0 is the length of the first identification, λ is the leading

eigenvalue, and p is the period of the critical point.

We now need to show that the infinite singularities, occurring from the boundary identifications,

accumulate at finitely many points. First, let us take care of the singularities formed from the loops

in the tree-like train track. Since f is a post-critically finite map, then there are finite number of

connected segments S̃i in the boundary ∂R with loops. Each segment S̃i has infinite singularities.

WLOG, let S̃i be a side of length y, and let’s parameterize it as an interval S̃i = [0, y] such that

0 corresponds to the side of S̃i that the first singularity is located. Thus the singularities will be

located in the interval [0, yi] exactly at the points

yi
2
, yi +

yi
2λp

, yi +
yi
2

+
yi

2λ2p
, . . .
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Since

lim
n→∞

yi
2λnp

= 0,

then the singularities on S̃i accumulate at the point

yi +
yi
λp

+
yi
λ2p

+ · · · = y.

Now we look at the singularities in the x-direction. Similarly, for the singularities in the x-direction,

there is at most one limit point on each side of the thickened tree. To show this, we start with

the sides on the boundary of R that get mapped to the interior
◦
R, and identify them if they

have the same image. After that, we iteratively pull back these identifications to produce all the

identifications. This shows that the resulting map ϕ in the quotient is a generalized pseudo-Anosov.

Definition 5.1.10. Let φ : S → S be a generalized pseudo-Anosov homeomorphism of a surface S,

let F be one of its invariant foliations, and let f : T → T be a Hubbard tree of a post-critically finite

quadratic polynomial. Let T0 be the tree T minus the endpoints. Suppose the following holds:

1. there exists an open, connected, dense subset S0 of S;

2. the quotient map, given by collapsing each leaf of the restriction of F to S0, yields a surjective,

continuous map π : S0 → T0;

3. the following diagram commutes:

S1 S0

T1 T0

φ

π π

f

where S1 := φ−1(S0) and T1 := f−1(T0).

Then we say that φ is an extension of f .

Now we will prove the converse of theorem 2, that is the second part of the main theorem:

Theorem 5.1.11. If φ is a generalized pseudo-Anosov map that is an extension of a non-degenerate

Hubbard tree T then T is crossing free.

Proof. Since φ is a generalized pseudo-Anosov map that is an extension of a non-degenerate Hubbard

tree T , then the following diagram commutes:

S1 S0

T1 T0

φ

π π

f

where π : S0 → T0 is the quotient map given by collapsing each leaf of one of the invariant foliations

F of φ to a point, and f : T → T is a continuous map. In order to show that T is crossing-free,

we need to show that the embedding of T0 in S0 has the following property: the images f(Bu) and
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f(Bl) of the upper and lower branches can be isotoped, while fixing the endpoints of T , into two

trees with disjoint interiors.

To show this, first we define i : T0 → S0 such that π ◦ i = idT0 . Consider T = Bu ∪Bl. Let B̃u =

i(Bu ∩ T0), B̃l = i(Bl ∩ T0). Since φ is a homeomorphism on S, then φ(B̃u\{c0})∩φ(B̃l\{c0}) = ϕ.

Let T̃ = i(T0). Let c̃0 = i(c0) and c̃1 = φ(c̃0). Let dF (x, y) be the distance between the leaves of F
containing x and y.

Since S0 can be embedded in the plane, we can use coordinates of the plane to define a homotopy

as follows:

H : T̃ × [0, 1] → S0 given by

H(x, 0) = f̃(x) = i(f(π(x))) and H(x, 1) = dF (x, c̃1)φ(x) for all x ∈ T̃ ,

and

H(x, t) = (1− t)H(x, 0) + t H(x, 1), t ∈ [0, 1].

Since S0 can be embedded in the plane C, then H is a homotopy in C. We can extend the homotopy

to the endpoints of T and note that it induces an isotopy on the upper and lower branches because

by definition, at each time t every leaf will contain exactly one point of H(B̃u, t) and the same hold

for the H(B̃l, t). Now we obtained the isotopy in the definition of the crossing-free.

That completes the proof.
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Examples

In this chapter, we will give examples of both crossing-free Hubbard tree and a Hubbard tree with

crossing. For the former, we will show in details how we can construct the generalized pseudo-Anosov.

6.1 An example of a crossing-free Hubbard tree

In this section, we will show with an example how to construct a pseudo-Anosov map from a

crossing-free Hubbard tree.

Recall example 2.5.5 in section 2.5, where f is a post-critically finite quadratic polynomial with

the characteristic angle θ = 1
5 . Since the Hubbard tree T is crossing-free, then by Theorem (5.1.5)

it is extendable to a generalized pseudo-Anosov homeomorphism.

Now using the Markov matrix, we will construct the strips as follows: The leading eigenvalue of

M =


0 1 0 0

0 0 1 0

1 0 0 1

1 1 0 0


is λ = 1.39534 with eigenvector (0.582522, 0.812815, 1.13415, 1). We also have the leading eigenvalue

of the transpose

M⊺ =


0 0 1 1

1 0 0 1

0 1 0 0

0 0 1 0


is λ = 1.39534 with eigenvector (1.71667, 1.94697, 1.39534, 1). Normalizing these right- and left-

eigenvectors we get:

x = (0.16504438, 0.23029267, 0.32133565, 0.28332729)

and

y = (0.28332657, 0.32133626, 0.23029289, 0.16504428).

33
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Now we construct the rectangular strips of dimensions xi × yi as in the following Figure 6.1:

Figure 6.1: Constructing rectangular strips.

6.1.1 Rectangle decomposition of a surface

After identifying the sides and applying the map we get the following:

The rectangle decomposition of a surface from
the train track.

The rectangle decomposition of the surface after
applying the map.

Figure 6.2

Using the x-dimensions of A,B,C, and D from the picture in Figure 6.2, we will show that the

identifications presented in Figure 6.3 is correct. Since C is mapped to A and D, and from Figure 9

we find that there will be an identification between A and an equal part of D. We represented this

as red arrows left of C in Figure 6.3. The remainder of D that is D − A from Figure 6.2, will be

identified with an equal part of C. These are shown as yellow arrows on top of C and B in Figure

6.3. In the following calculations we refer to the parts from Figure 6.2 and the identifications in

Figure 6.3:
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Figure 6.3: Identifying the sides.

C =(D −A) + F−4(A+D + (D −A)) + F−4(F−4(A+D + (D −A))) + . . .

=D −A+ F−4(2D) + F−4(F−4(2D)) + . . .

=D −A+ 2D

∞∑
n=1

(
1

λ4
)n

=D −A+ 2D(
1

1− 1
λ4

− 1)

=D − (λC −D) + 2D(
1

λ4 − 1
)

=− λC + 2D(
1

λ4 − 1
+ 1)

=− λC + 2D(
λ4

λ4 − 1
)

=
−λC(λ4 − 1) + 2Dλ4

λ4 − 1

=
−λC(λ4 − 1) + 2(λC −A)λ4

λ4 − 1

=
−λC(λ4 − 2λ+ 1)

λ4 − 1

Notice that with λ = 1.39534, we have

−λC(λ4 − 2λ+ 1)

λ4 − 1
≈ C

Similarly, we find that all the identifications in Figure 6.3 match the lengths of the x-coordinates

of the strips.
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6.2 An example of a Hubbard tree with crossing

Let g be a quadratic polynomial with the characteristic angle θ = 3
16 . The critical point c0 is pre-

periodic as can be seen in Figure 6.4. Figure 6.5 shows the thick tree on the left and the thick tree

map on the right. Notice that there is a crossing ocurring in the thick tree map which corresponds

to a crossing in it’s Hubbard tree. This crossing is the place where the construction of the tree-like

train track fails.

Hubbard tree of PCF polynomial with angle 3
16
. Thickening the Hubbard tree.

Figure 6.4

Thick Hubbard tree. Thick tree map showing crossing.

Figure 6.5
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