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Abstract

On Global Solutions of the Parabolic Anderson Model

and

Directed Polymers in Random Environment
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University of Toronto

2020

This thesis studies global solutions to the semidiscrete stochastic heat equation and the associated

Cauchy problem known as Parabolic Anderson Model. Via a Feynman-Kac formula, it is linked with

the analysis of directed polymers in random environment, and this thesis establishes a number of

results for the corresponding partition function.

We consider a continuous-time simple symmetric random walk on the integer lattice Zd in di-

mension d ≥ 3, subject to a random potential given by two-sided Wiener processes. In the high-

temperature regime, we prove the existence of the L2- and almost sure limit of the partition func-

tion as time t → ±∞. We show that the L2-convergence rate is at least polynomial and that the

limiting partition function is positive almost surely. Furthermore, we show that this limiting parti-

tion function defines a global stationary solution to the semidiscrete stochastic heat equation which

is unique up to a rescaling, and which in some sense attracts solutions to the Parabolic Anderson

Model for any subexponentially growing initial data. One of the primary tools in the proof of this

uniqueness and attraction result is a factorization formula for the point-to-point partition function,

which is related to the ones obtained by Sinai (1995) and Kifer (1997) for other polymer models,

but valid not only on the diffusive scale but up to any sub-ballistic scale. This factorization formula

allows us to obtain a uniqueness result for physical invariant probability measures of a certain skew

product that can be naturally associated with the semidiscrete stochastic heat equation, which in

turns gives uniqueness of global stationary solutions.
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chapter 1

Introduction

This thesis addresses the problem of global solutions to the semidiscrete stochastic heat equation:

∂tu = ∆u+ βFωu, (sSHE)

where u = u(x, t) is a scalar function on the semi-discrete spacetime Zd × R, where ∆ is the

discrete Laplacian, Fω is a random potential, and β > 0 is the coupling constant. The Cauchy

problem for (sSHE) is known as the parabolic Anderson model. This stochastic partial differential

equation is naturally linked via a Feynman-Kac formula with the Anderson polymer model, namely

continuous-time directed polymers in the random environment given by the potential Fω.

The main goal of this thesis is to prove that global stationary solutions to the semi-discrete stochastic

heat equation (sSHE) are unique up to rescaling at the origin.

This introduction begins with a motivation and history of the two main actors in this thesis, directed

polymers in random environment and the sSHE. We also describe the recent work and problems

and limitations, setting up the stage for a brief outline of the main results of this thesis.
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1.1. Background.

1.1.1. Directed Polymers in Random Environment

The central role in our analysis of (sSHE) is played by directed polymers in random environment,

which are models in statistical mechanics where a stochastic process interacts with its spacetime

environment through a random potential. One studies the path of a given stochastic process under

a random Gibbs measure that depends on a parameter which is thought of as representing the

temperature in the system: as the temperature increases, the influence of the random environment

decreases. Many concrete physical systems may be modelled as directed polymers in this way,

from elastic strings to bacterial colonies. They were first introduced in the 1980s in physics in the

context of ferromagnetism by Huse and Henley [HH85] in order to study the phase boundary of

the Ising model subject to random impurities. They then found additional applications in physics

in a variety of contexts from tearing sheets of paper [KHW93], understanding topological-defect

turbulence in electrically driven liquid crystals [TS10, TS12], to modelling kinetic roughening of

growing surfaces [KS91]. The first mathematical treatment was undertaken in the late 1980s by

Imbrie and Spencer [IS88] and Bolthausen [Bol89]. A modern treatment of directed polymers in

random environments can be found in the recent textbook by Comets [Com17].

The spacetime is parametrized by (x, t) where the space and the time are most typically either

continuous (i.e., x ∈ Rd for some dimension d ≥ 1 and t ∈ R ) or discrete (i.e., x ∈ Zd and

t ∈ Z). We will usually say continuous spacetime to mean Rd × R, discrete spacetime to mean

Zd ×Z, and semidiscrete spacetime to mean Zd ×R. A point of the lattice Zd is often called a site.

Sometimes spaces with more interesting topology are considered, most typically a d-dimensional

torus Td = Rd/Zd which is used to model periodic systems.

The two most typical choices for the underlying stochastic process are a Brownian motion in con-

tinuous space Rd and a random walk in discrete space Zd. In this thesis, we shall only deal with the

latter: a random walk η on an integer lattice Zd (sometimes called a hypercubic lattice) describes

the motion of a walker on Zd that jumps at discrete time steps t = 1, 2, 3, . . . to a new, randomly

chosen, site. The most well-studied example is the simple symmetric random walk, in which the

“walker” is only allowed to jump from one site to any of its nearest neighbours with equal prob-

abilities. Then a directed polymer is the graph (t, η(t))t of the random walk η parametrized by

time t.
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In discrete space, the random environment is given by a family F = {F x(t) : x ∈ Zd} of indepen-

dent identically distributed random processes. The energy (often called the Hamiltonian potential)

that a path η acquires in this environment over a time interval [s, t] is given as the integral

Ht
s(η) :=

∫ t

s
F ητ (τ)dτ. (1.1)

Of course, in case of discrete time, this integral should be interpreted as summation. The statistical

properties of such a system are then encoded in the point-to-point partition function given by the

following path-integral formula: for any pair of sites x, y and any pair of moments of time s, t,

Zy,tx,s := py−xt−s E
y,t
x,se

βHt
s (1.2)

where Ey,tx,s is the expectation obtained by conditioning on random walks starting at x at time s

and ending at y at time t, and py−xt−s is the transition probability of the continuous-time simple

symmetric random walk going from x to y in time t− s. The parameter β > 0 is called the inverse

temperature, which we will discuss in more detail below.

Noise. There are two standard choices for the distribution of the noise F in discrete space:

• A Bernoulli environment is the case where F x(t) = ±1, each with probability 1/2. Such models

were studied in discrete time by Imbrie and Spencer [IS88], Bolthausen [Bol89], and Song

and Zhou [SZ96]. The continuous-time version of this model was first studied in 1995 by

Coyle [Coy95, Coy96].

• A Gaussian environment is the case where F x(t) is a standard normal random variable. Such

systems were studied in discrete-time by P. Carmona and Hu [CH02].

Some authors consider more general environments. For example, one may consider F to be given

by independent identically distributed random variables with finite exponential moment. Important

examples are provided by normal distributions and distributions of bounded support. Such models

were investigated in discrete spacetime by Sinai [Sin95] and Song and Zhou [SZ96], and later

by Vargas [Var06] in both discrete and continuous spacetimes. Other environments in continuous

spacetime have also been considered, for example, by Kifer [Kif97].
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Weak and Strong Disorder. The inverse temperature parameter β describes the strength of the

disorder or the extent to which the directed polymer interacts with the random environment. When

β > 0 is small (i.e., in the high temperature), the interaction is weak, and when β > 0 is large (i.e.,

low temperature regime), the interaction is strong. Of particular interest is to understand the

longterm behaviour of the directed polymer system; in other words, we are interested in studying

the asymptotic behaviour as t→∞. A directed polymer can be either localized (the strong disorder

regime; i.e., the endpoint distribution has bounded variance with large probability) or diffusive

(the weak disorder regime; i.e., the variance grows linearly in time). It was shown in [CH02, CY06]

that strong disorder always takes place in the low dimensional cases d = 1, 2, while in higher

dimensions d ≥ 3 there is a transition from weak to strong disorder as the inverse temperature β

increases.

The weak disorder regime has been studied since the late 1980s. In the case d ≥ 3 and small

β, the diffusive behaviour of directed polymers was established in discrete spacetime by Imbrie

and Spencer [IS88], Bolthausen [Bol89], and Sinai [Sin95], and in continuous spacetime by Kifer

[Kif97] and by Comets, Shiga, and Yoshida [CSY03]. In semidiscrete spacetime, Coyle [Coy95,

Coy96] showed diffusivity in a Bernoulli environment.

1.1.2. Parabolic Anderson Model

The analysis of directed polymers in random environment is also known as the Anderson Polymer

Model, a name which goes back to the work of the Nobel-prize winning physicist P. W. Anderson

on entrapment of electrons in crystals with impurities [And58]. In the mid 1990s, R. Carmona and

Molchanov [CM94] (see also [CMS02, CH06]) built a bridge between the analysis of the Anderson

polymer model and the analysis of the Cauchy problem for the stochastic heat equation,
∂tu = ∆u+ βFωu

u
∣∣
t=0

= f
(PAM)

which is often called the Parabolic Anderson Model. Specifically, using a Feynman–Kac formula

they proved the following statement:

Proposition 1.1 (Proposition 5 in [CH06])

The point to point partition function Zx,t0,0 satisfies the semidiscrete stochastic heat equation (sSHE).
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1.1.3. Random Hamilton-Jacobi and Burgers Equations.

An important motivation for studying (sSHE) is its strong connection with the randomly forced

Hamilton-Jacobi equation and the closely related randomly forced Burgers equation. These equa-

tions have been very actively studied in the last 30 years, initially motivated by the physics of

turbulence-type behaviour, the so-called “burgulence” [FB01, BK07], and later by the connection

with the Kardar-Parisi-Zhang (KPZ) equation for the random growth of interfaces [KPZ86].

The Hamilton-Jacobi equation. In its most general form, the random Hamilton-Jacobi equation

can be written as follows:

∂tφ+H(∇φ) = ν∆φ+ Fω, (HJ)

where φ is a scalar function on spacetime Rd × R, H is the Hamiltonian, Fω is a time-dependent

random potential, ν ≥ 0 is the parameter called viscosity, and ∇,∆ are the spacial gradient and

spacial Laplacian, respectively. The Hamilton-Jacobi equation has a very long history, naturally

arising as in the Hamiltonian approach to classical mechanics.

The Burgers equation. The most important example of a random Hamilton-Jacobi equation cor-

responds to the quadratic Hamiltonian H(p) = p2/2, where p ∈ Rd are the momenta, because

it is the only case when the nonlinear equation (HJ) can be linearized, placing it among the

simplest physically interesting nonlinear partial differential equations. Indeed, the Lagrangian

L(v) := maxp [〈p, v〉 −H(p)] in this case is also quadratic, L(v) = v2/2, and the map between

Legendre conjugate variables p and v is the identity; namely, v(p) = p. It follows that the velocity

field v = ∇φ satisfies the random vector Burgers equation:

∂tv + 〈v,∇〉v = ν∆v +∇Fω. (Burg)

An unforced version of the Burgers equation (Burg) was first introduced in the late 1930s by

J.M. Burgers [Bur39] as a one-dimensional model for the dynamics of pressure-less gas, guided by

the observation that this equation is a simple model that has similar invariances, conservation laws,

and type of hydrodynamical nonlinearity as the Navier-Stokes equation. However, it is the presence

of a random forcing term in (Burg) that can be used in order to describe the physics of turbulence-

type behaviour, the so-called “burgulence” [FB01, BK07]. The randomly forced Burgers equation

has been extensively studied in the last 30 years in both physics [KS91, CY95, GM96, MM97]
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and mathematics [Sin91, BCJ94a, BCJ94b, DDT94, HLØ+94, HLØ+95, DG95, BG97, Kif97, DD98]

literature.

Finally, rescaling the time variable t by ν and using the Hopf-Cole transformation [Hop50, Col51]

φ = −2ν log u, (1.3)

we obtain the stochastic heat equation:

∂tu = ∆u+ βFωu. (SHE)

In this way, all three equations (HJ), (Burg), (SHE) are equivalent when the Hamiltonian is quadratic.

Types of Noise. The interpretation of equations (HJ), (Burg), (SHE) depends on the type of the

noise term. Normally, the potential Fω is stationary in space and time and it is important to assume

that its correlations decay fast in both space and time. It is usually also assumed to be white in

time; this assumption does not affect the regularity of the equation. However, a white in space

potential creates very serious difficulties on small scales: in this case, solutions of (HJ) are forced

to have very low regularity, making sense of which is a nontrivial problem addressed by Martin

Hairer [Hai13, Hai14]. In fact, in the case of a spacetime white noise, the Burgers equation (Burg)

has to be understood in some generalized sense where the product 〈v,∇〉 is interpreted as a Wick

product, and the solution is given as a distribution-valued process [HLØ+94, HLØ+95]. But if one

is interested in large-scale spacetime behaviour (as is the case in this thesis), it can be assumed that

the realizations of the potential Fω are smooth in space: this avoids regularity issues.

Global Solutions in the Compact Case. The case of space-periodic potentials Fω(x + k, t) =

Fω(x, t) for k ∈ Zd, has been extensively studied in the series of papers [Sin91, EKMS00, IK03,

GIKP05, KZ17], resulting in an almost complete understanding of global solutions in this case. The

average velocity

b =

∫
Td
v(x)dx,

where Td = Rd/Zd, is the first integral for the Burgers equation (Burg). The corresponding

time-invariant set for (HJ) and (SHE) consists of functions φ(x) = 〈b, x〉 + ψ(x) and u(x) =

exp(〈b, x〉)w(x), where ψ(x) and w(x) are periodic: ψ(x + k) = ψ(x), w(x + k) = w(x), k ∈ Zd.

One of the main results in this periodic case can be formulated in the following way.
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Theorem 1.2 ([Sin91],[IK03])

Almost surely for all b ∈ Rd and all ν ≥ 0, there exists a unique (up to an additive constant)

global solution to the random Hamilton-Jacobi equation (HJ) with space-periodic potential and

with average velocity b.

Uniqueness in the periodic viscous case (ν > 0) follows from [Sin91], and [IK03] deals with the

inviscid case (ν = 0). Of course this result implies the uniqueness of global solutions to the random

Burgers equation (Burg) and thanks to the Hopf-Cole transformation, this result also implies the

uniqueness (up to a multiplicative constant) of global solutions to the random stochastic heat

equation (SHE).

Global Solutions in the Noncompact Case. In the non-periodic case the situation is much more

difficult. Although it was conjectured in [BK18] that the almost sure uniqueness of global solutions

still holds, at present there are very few mathematical results supporting this conjecture.

Conjecture 1.1 ([BK18]). For any d ≥ 1 and any Fω(t, x) with exponential decay of space-time

correlations, the one force-one solution principle holds; in other words, for every b ∈ Rd, there is

a unique time-stationary (modulo time-dependent additive constants) global solution φb,ω(t, x) =

b · x+ ψb,ω(t, x) where ψb,ω has sublinear growth.

Uniqueness has been established in the case d = 1 for the quadratic Hamiltonian in the viscous

and inviscid situations under certain assumptions on the forcing [RASY13, BCK14, BL16, BL17].

Some uniqueness results have also been established for the quadratic Hamiltonian in the case d ≥ 3

with weak forcing. For example, Kifer [Kif97] was able to deduce uniqueness of global solutions

to the Burgers equation, but only in a rather weak sense: namely, the solutions to the Cauchy

problem converge to the unique global solution if the initial condition v(·, 0) is L2-stationary. Since

different global solutions to the random Hamilton-Jacobi equation depend on a parameter b ∈ Rd

corresponding to a class of functions of the form φ(x, t) = 〈b, x〉 + ψ(x, t) where ψ has sublinear

growth in ||x|| [BK18, IK03], one really has to establish convergence for all φ(·, 0) with sublinear

growth in case b = 0. Via the Hopf-Cole transformation, this means that in terms of the stochastic

heat equation, the convergence to the global solution has to be established for all initial conditions

with subexponential growth; i.e., of the type u(·, 0) = expw(·) where w is a function of sublinear

growth.

This thesis was mainly inspired by our efforts to address these difficulties. In the next section, we

explain what we have achieved.
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1.2. Main Results

The principal goal in this thesis is to prove that global solutions (with subexponential growth in

space) to the semi-discrete stochastic heat equation (sSHE) are unique up to a normalization at

the origin in space. Since our motivation comes from the question of uniqueness for the stochastic

partial differential equations (HJ)-(SHE), we work in a continuous-time setting. At the same time,

we work in discrete space because it allows for a more transparent presentation. In this section, we

describe in detail our setup and main results. Note that the main body of the thesis (i.e., beginning

with Chapter 2) can be read completely independently from this section.

The results in this thesis were obtained in collaboration with Dr. Tobias Hurth and Prof. Konstantin

Khanin. Their support and encouragement during the work on the thesis are highly appreciated.

1.2.1. The Setup

Noise realizations. For d ≥ 3, let Ω be the set of functions ω : Zd × R → R such that for every

x ∈ Zd, the function t 7→ ω(x, t) is continuous and satisfies ω(x, 0) = 0. Each ω ∈ Ω represents a

realization of the noise in our stochastic model. Let F denote the canonical σ-field on Ω, and let

Q be the probability measure on (Ω,F) under which (W x)x∈Zd , defined by W x
t (ω) := ω(x, t), are

independent two-sided Wiener processes. Expectation corresponding to Q will be denoted by 〈·〉.

For any time s ∈ R, let θs : Ω→ Ω be the Wiener shift defined by

θs
(
ω(x, t)

)
:= ω(x, t+ s)− ω(x, s),

for all (x, t) ∈ Zd × R; i.e., every path ω(x, ·) is shifted by s to the left along the time axis and

normalized to equal 0 at time t = 0. The probability measure Q is invariant with respect to (θs)s∈R,

in the sense that for every s ∈ R and for every A ∈ F , one has Q(θs(A)) = Q(A).

The Parabolic Anderson Model. Let f : Zd → (0,∞) be any function of subexponential growth

and decay in space; namely, such that for a sufficiently small ε ∈ (0, 1), it satisfies

lim
‖x‖→∞

|ln(f(x))|
‖x‖1−ε

= 0. (1.4)
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We fix s ∈ R and β > 0, and consider the following Cauchy problem for the semidiscrete stochastic

heat equation (sSHE), also known as the Parabolic Anderson Model (PAM):
∂tu(y, t) = ∆yu(y, t) + βu(y, t)Ẇ y

t , y ∈ Zd, t > s,

u(y, s) = f(y), y ∈ Zd.
(PAM)

Here, ∆y is the discrete Laplacian given by

∆yu(y, t) :=
1

2d

∑
z∈Zd:‖y−z‖1=1

(
u(y, t)− u(z, t)

)
,

and Ẇ y
t is the white noise associated with W y

t . We emphasise that most studies of the PAM consider

bounded or even localised initial data, whereas the initial data considered in this thesis is in a much

more general class, namely those having subexponential growth as in (1.4).

Directed polymers in a random potential. For any (x, s) ∈ Zd × R, let η = (ηt)t≥s be a

continuous-time simple symmetric random walk (SSRW) on Zd starting at ηs = x. The corre-

sponding probability measure is denoted by Px,s and the corresponding expectation by Ex,s. We

assume that the jumps of η occur at random times given by independent exponential clocks; i.e.,

the times between consecutive jumps form an i.i.d. sequence of exponential random variables with

rate 1. Note that η is transient because d ≥ 3. If observed over a time interval [s, t), a sample path

of η (which we shall also denote by η) is characterized by

(1) the number ns,t of jumps that occur within the time interval (s, t),

(2) a discrete-time path γ = (γ0, γ1, . . . , γns,t) on Zd such that γ0 = x and ‖γj − γj−1‖1 = 1 for

1 ≤ j ≤ ns,t, and

(3) the jump times s < s1 < . . . < sns,t < t.

It is convenient to introduce the notation s0 := s and sns,t+1 := t, although we do not assume that

s and t are jump times. If s = 0, we will typically write nt instead of n0,t. To a sample path η and a

realization of the noise ω ∈ Ω, we assign the action defined by

Ats(η, ω) :=

ns,t∑
j=0

(
ω(γj , sj+1)− ω(γj , sj)

)
. (1.5)
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For any time t > s and any site y ∈ Zd, denote the probability measure obtained from Px,s by

conditioning on the event {ηt = y} by Py,t
x,s. The corresponding expectation is denoted by Ey,tx,s.

Also set

pyt := P0,0(ηt = y).

Partition functions. For every ω ∈ Ω, we define the random normalized point-to-point partition

function by

Zy,tx,s(ω) := e−
β2

2
(t−s)py−xt−s Ey,tx,se

βAts(·,ω). (1.6)

We also define

Ztx,s(ω) :=
∑
y∈Zd

Zy,tx,s(ω), and Zy,ts (ω) :=
∑
x∈Zd

Zy,tx,s(ω). (1.7)

Since e−
β2

2
(t−s)〈eβAts(η,·)〉 = 1 for every η, these partition functions are normalized in the sense that

〈Ztx,s〉 = 〈Zy,ts 〉 = 1.

Notice that the law of the stochastic process (Zs+tx,s )t≥0 with respect to Q does not depend on x or

s because the law for the increments of the Wiener processes (W x)x∈Zd is stationary in space and

time, and because the SSRW η is homogeneous. Besides, (Zs+tx,s )t≥0 and (Zx,ss−t)t≥0 have the same

law because of time-reversibility of η.

It was shown in [CM94] that the solution to the Cauchy problem (PAM), if interpreted as an integral

equation in the sense of Itô, is given by

usf (y, t) :=
∑
x∈Zd

f(x)Zy,tx,s, t ≥ s. (1.8)

Note that usf (y, s) = f(y). In the special case that s = 0, we usually write uf instead of u0
f . This

result can be viewed as a Feynman–Kac formula for the semidiscrete parabolic Anderson model.
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1.2.2. Uniqueness of Global Stationary Solutions to the Semi-Discrete Stochastic Heat

Equation

We can think of any solution usf (y, t) to (PAM) given by (1.8) as being local in time in the sense

that it is defined only for a finite time interval (s, t). The primary focus in this thesis is instead the

analysis of solutions which are global in time in the following sense.

Definition 1.3

Let Ω′ ∈ F such thatQ(Ω′) = 1 and θt(Ω′) = Ω′ for all t ∈ R. A measurable map Z : Zd×R×Ω′ → R

is called a global stationary solution to (sSHE) if:

(1) For every y ∈ Zd, s, t ∈ R with s < t, and ω ∈ Ω′,

Z(y, t, ω) =
∑
x∈Zd

Z(x, s, ω)Zy,tx,s(ω);

(2) For every y ∈ Zd, t ∈ R, and ω ∈ Ω′, we have Z(y, t, ω) = Z(y, 0, θtω).

This is Definition 6.1 in the main body of the thesis. The first main result in this thesis is a con-

struction of a particular global stationary solution to (sSHE) that arises as a limit of the partition

functions for the parabolic Anderson model for directed polymers in random potential. Namely, we

derive the following convergence result, including rate of convergence, for the partition functions

(1.7) in the regime of small β.

Theorem 1.4

If β is sufficiently small, the following statements hold.

(1) For all (x, s), (y, t) ∈ Zd×R, the partition functions Ztx,s and Zy,ts converge in L2(Q) as t→∞

and s→ −∞ respectively to the limiting partition functions

Z∞x,s := lim
t→∞

Ztx,s and Zy,t−∞ := lim
s→−∞

Zy,ts .

In fact, there is θ > 0, independent of x, y and s, t, such that

lim
t→∞

(t− s)θ
〈 (
Ztx,s − Z∞x,s

)2 〉
= 0 and lim

s→−∞
(t− s)θ

〈(
Zy,ts − Z

y,t
−∞

)2 〉
= 0.

(2) There is a subset Ω+ ⊂ Ω with Q(Ω+) = 1, such that for all (x, s), (y, t) ∈ Zd × R and all

ω ∈ Ω+, the limiting partition functions Z∞x,s(ω) and Zy,t−∞(ω) exist and are positive.
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This is Theorem 3.1 in the main body of the thesis. The limiting partition function Zy,t−∞(ω) is of

special interest to us because it defines a particular global solution to the (sSHE).

Proposition 1.5

There is an F -measurable subset Ωsol ⊂ Ω+ with Q(Ωsol) = 1 such that the function

Zd × R× Ωsol → R

(y, t, ω) 7→ Zy,t−∞(ω)
(1.9)

is a global stationary solution to (sSHE).

This is Proposition 6.2 in the main body of the text. The main result of this thesis is that, up to

normalisation at the origin 0 ∈ Zd, this global solution Zy,t−∞(ω) is unique, implying in particular

that the solutions to (PAM) have a rather weak dependence on the initial data.

Theorem 1.6

Let Z be a global stationary solution to (sSHE) which, Q-almost surely, has subexponential growth

in space and satisfies Z(0, t, ω) 6= 0. Then, for β sufficiently small and Q-almost surely for all

(y, t) ∈ Zd × R,
Z(y, t, ω)

Z(0, t, ω)
=
Zy,t−∞(ω)

Z0,t
−∞(ω)

.

This is Theorem 6.3 in the main body of the thesis. Explicitly, by Z having subexponential growth

in space we mean that, there exists ε > 0 such that for all t and almost every ω ∈ Ω, we have

lim
‖x‖→∞

|ln
(
Z(x, t, ω)

)
|

‖x‖1−ε
= 0.

Let us make a few remarks regarding our assumptions.

(1) We cannot formulate a corresponding result for the random Hamilton-Jacobi equation (HJ)

or the random Burgers equation (Burg) since the Hopf-Cole transformation is not readily

available in the setting of discrete space. However, we certainly believe that our results and

methods can be extended to the continuous-space setting.

(2) We also note that we have only considered the case b = 0, but we expect that the extension

of our result to the case of all b ∈ Rd should be relatively straightforward. Indeed, in the

case of continuous space, this extension would be a simple consequence of shear-invariance,

whereas continuous shearing in discrete space will require minor technical adjustments.
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(3) The potential Fω in our model is the white noise associated with space-independent two-sided

standard Wiener processes. We remark that the independence in x and the white behaviour

in t are purely technical conditions that simplify our proof, and that they can be weakened by

considering weakly dependent potentials. At the same time, the Gaussianity of the potential

is more important because some of our methods are inspired by Talagrand’s approach which

requires Gaussian distributions. Nevertheless, we believe that it is still a technical condition.

1.2.3. Attraction to the Unique Global Solution

The first major step towards Theorem 1.6 is a result which says that the particular global stationary

solution Zy,t−∞ from (1.9) attracts solutions to the Cauchy problem (PAM) with any subexponentially

growing initial data f . For any c > 0 and ε ∈ (0, 1), let Lc,ε be the set of functions f : Zd → (0,∞)

such that ∣∣ ln(f(x))
∣∣ ≤ c‖x‖1−ε, ∀x ∈ Zd. (1.10)

Note that this condition implies f(0) = 1, and is equivalent to

e−c‖x‖
1−ε ≤ f(x) ≤ ec‖x‖1−ε , ∀x ∈ Zd.

However, we emphasize that the condition f(0) = 1 is not essential and we could consider

∣∣ ln(f(x))
∣∣ ≤ c0 + c‖x‖1−ε, ∀x ∈ Zd. (1.11)

for some c0 ≥ 0 instead of (1.10).

Theorem 1.7

For β sufficiently small, the following holds: for every y ∈ Zd and for every c > 0, ε ∈ (0, 1), we have

sup
f∈Lc,ε

∣∣∣∣∣uf (y, t)

uf (0, t)
−
Zy,t−∞

Z0,t
−∞

∣∣∣∣∣ −−−→t→∞
0 in probability. (1.12)

This is Theorem 6.4 in the main body of the text.
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1.2.4. Factorization Formula

The proof of Theorem 1.7 relies on a factorization formula for the point-to-point partition function.

In the high dimension, high temperature regime (i.e., with d ≥ 3 and small β), Sinai, Kifer, and

Vargas [Sin95, Kif97, Var06] established a factorization formula for the point-to-point partition

function Zy,tx,s for different polymer models. This formula can be viewed as a Local Limit Theorem

for directed polymers in random environment. Their results are related to the behaviour on the

diffusive scale ‖x‖ = O(t1/2). In [Kif97], Kifer used this kind of factorization formula to show that

solutions to the Cauchy problem for the stochastic heat equation converge to the unique stationary

global solution if the initial condition is L2-stationary. However, since we are dealing with fast

growing initial conditions, it is necessary to extend the analysis far beyond the diffusive scale,

basically up to the ballistic scale ‖x‖ = O(t). In order to deal with this issue, we prove the following

factorization result for partition functions corresponding to polymers with endpoints far away from

each other.

Theorem 1.8

For β sufficiently small, the following holds: For any σ ∈ (0, 1) there exists θ = θ(σ) > 0 such that

for all x, y ∈ Zd and s < t with ‖x−y‖ < (t−s)σ, the partition function Zy,tx,s has the representation

Zy,tx,s = py−xt−s

(
Z∞x,sZ

y,t
−∞ + δy,tx,s

)
, (1.13)

where the error term δy,tx,s defined by the formula above satisfies

lim
(t−s)→∞

(t− s)θ sup
x,y∈Zd:‖x−y‖<(t−s)σ

〈|δy,tx,s|〉 = 0. (1.14)

This is Theorem 4.1 in the main body of the thesis. Although this result is similar in spirit to the

results obtained by Sinai in [Sin95, Theorem 2] and Kifer in [Kif97, Theorem 6.1], we emphasize

that the novelty of Theorem 1.8 consists in extending the uniform smallness of the error term far

beyond the diffusive regime ‖x − y‖ < (t − s)
1
2 . Intuitively, this factorization formula says that,

even if x and y are far away, conditionally on the event (ηt = y), the polymer only “feels” the

environment at times close to s when it stays near x and at times close to t when it stays near y,

and that for the majority of time in between, it behaves like a conditioned simple random walk.
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1.2.5. A Lower Tail Estimate of the Probability Distribution for the Partition Function:

Talagrand’s Method.

One of the key steps in the proof of Theorem 1.7 is to obtain a lower tail estimate of the proba-

bility distribution for the partition function Zy,t0 . Such estimates in the case of discrete spacetime

have been obtained by P. Carmona and Hu [CH02] using concentration of measure arguments for

discrete directed polymers in Gaussian environments that originated in Talagrand’s work on spin

glasses [Tal98, Tal11]. In contrast, in this thesis, we work in a semidiscrete spacetime in higher

dimensions (d ≥ 3), and we therefore prove the following continuous-time version of [CH02, The-

orem 1.5] (see also [Mor14, Theorem 1(a)]).

Theorem 1.9

For β sufficiently small, there exists a constant c > 0 such that

Q
(
Zy,t0 < e−u

)
< ce−u

2/c, t, u > 0.

This is Theorem 5.1 in the main body of the thesis.

1.2.6. Uniqueness of Physical Invariant Probability Measures

After the convergence result Theorem 1.7, the second major step towards Theorem 1.6 goes through

the theory of random dynamical systems; namely, we show uniqueness of physical invariant prob-

ability measures of a certain skew product that can be naturally associated with the (sSHE).

Recall the sets Lc,ε, defined for any c > 0 and ε ∈ (0, 1), consisting of functions satisfying (1.10).

Define

L :=
⋃
c>0

ε∈(0,1)

Lc,ε, (1.15)

which can be thought of as the set of functions f : Zd → (0,∞) of subexponential asymptotic

growth and decay, normalized by imposing f(0) = 1. Notice that L is exactly the set of functions

f : Zd → (0,∞) that satisfy f(0) = 1 as well as the condition in (1.4). Note also that for any global

stationary solution Z to sSHE from Theorem 1.6 (namely, with subexponential growth and with

Z(0, t, ω) 6= 0) the quotient Z(y, t, ω)
/
Z(0, t, ω) is an element of L.

Although the set of functions of subexponential growth has the structure of a vector space, the set
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L is not a vector space due to the requirement that every f ∈ L must satisfy f(0) = 1. However,

L can be equipped with the structure of a metric space and the corresponding Borel σ-field B(L)

using the metric

d(f, g) :=
∑
x∈Zd

e−‖x‖
2 |f(x)− g(x)|.

For ω ∈ Ω, s, t ∈ R such that s < t, and f ∈ L, we define

Ls,tω f(y) :=

∑
x∈Zd f(x)Zy,tx,s(ω)∑
x∈Zd f(x)Z0,t

x,s(ω)
, y ∈ Zd.

Lemma 1.10

The set L is Q-almost surely invariant under the dynamics induced by L, i.e. for Q-almost every ω ∈ Ω

the following holds: for every f ∈ L and for every s, t ∈ R such that s < t, we have Ls,tω f ∈ L.

Lemma 1.11

There is a set Ω̃ ⊂ Ω with Q(Ω̃) = 1 that satisfies the following conditions:

(1) Ω̃ is invariant under θs for every s ∈ R, i.e. θs(Ω̃) = Ω̃ for every s ∈ R;

(2) For every ω ∈ Ω̃, f ∈ L, and s, t ∈ R such that s < t, we have Ls,tω f ∈ L;

(3) For every ω ∈ Ω̃,

lim
s→−∞

Zx,0s (ω) = Zx,0−∞(ω) > 0, ∀x ∈ Zd;

(4) For every ω ∈ Ω̃, the function x 7→ Z̃x,0−∞(ω) := Zx,0−∞(ω)/Z0,0
−∞(ω) is an element of L.

Lemma 1.12

The map Φ : [0,∞)× Ω̃× L → L, given by

(t, ω, f) 7→ Φt
ωf := L0,t

ω f,

defines a cocycle; i.e., for all s, t ≥ 0 and all ω ∈ Ω̃,

Φs+t
ω = Φt

θsω ◦ Φs
ω.

These are Lemmas 6.10, 6.11, and 6.12 in the main body of the thesis. It is not hard to see that Φ

is a (B([0,∞)) ⊗ F̃ ⊗ B(L),B(L))-measurable map, where B([0,∞)) is the Borel σ-field on [0,∞)
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and F̃ is the restriction of F to Ω̃. On Ω̃× L, we define the skew product

Θt(ω, f) := (θt(ω),Φt
ωf), t ≥ 0.

Definition 1.13

An invariant probability measure for the skew product (Θt)t≥0 is a probability measure µ on

(Ω̃× L, F̃ ⊗ B(L)) such that

(1) µ has marginal Q̃ on (Ω̃, F̃), where Q̃ is the restriction of Q to Ω̃;

(2) µ((Θt)−1(·)) = µ(·), ∀t ≥ 0.

This is Definition 6.13 in the main body of the thesis. If µ is an invariant probability measure for

(Θt)t≥0, then there exists a family (µω)
ω∈Ω̃

of probability measures on (L,B(L)), so-called sample

measures, such that for every A ∈ F̃ ⊗ B(L),

µ(A) =

∫
Ω̃
µω(Aω) Q(dω),

where Aω := {f ∈ L : (ω, f) ∈ A}. Notice that sample measures are just conditional distributions

under the condition of fixed ω.

Theorem 1.14

The skew product (Θt)t≥0 admits a unique invariant probability measure whose sample measures

are given by

µω(·) = δ
y 7→Z̃y,0−∞(ω)

(·), ω ∈ Ω̃.

This is Theorem 6.14 in the main body of the thesis.

Remark 1.15

One can define a Markov semigroup (Pt)t≥0 on L by setting

Pt(f, F ) := Q̃
({
ω ∈ Ω̃ : Φt

ωf ∈ F
})

, f ∈ L, F ∈ B(L).

By Ledrappier-Young [LY88], there is a one-to-one correspondence between invariant probability

measures for (Pt)t≥0 and so-called physical invariant probability measures for the skew product

(Θt)t≥0. The latter are invariant probability measures µ for (Θt)t≥0 with sample measures (µω)
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such that ω 7→ µω is measurable with respect to σ(W y
u : u ≤ 0, y ∈ Zd). It is easy to see that the

unique invariant probability measure from Theorem 1.14 is physical. Therefore, (Pt)t≥0 admits a

unique invariant probability measure given by

∫
Ω̃
δ
x 7→Z̃x,0−∞(ω)

(·)Q̃(dω).



TOC | chapter 1 | section 3 19

1.3. Acknowledgements

First and foremost, I would like to thank my advisor Kostya Khanin: your mathematical intuition

was invaluable for the development of this project, and your ever present optimism always inspired

in me the confidence needed to continue despite the countless difficulties. I am also deeply grateful

to Tobias Hurth, my collaborator and friend, for all our lengthy discussions, for all the time we

struggled together doing computations, and above all for supporting me all along the way. Without

your patience, generosity and invaluable help, this thesis would not have been possible. It has been

a real pleasure working with you. I would also like to thank Almut Burchard and Mary Pugh who

have been great sources of encouragement and advice from the beginning of my graduate studies.

Teaching has been a fundamental part of my experience as a graduate student. I would like express

my most sincere gratitude to Alfonso Gracia-Saz and Jason Siefken for their teaching mentorship.

Your constant support helped me discover my passion for mathematics education and made the

processes of working on my PhD far more enjoyable.

I would also like to thank Ashley Armogan, Sonja Injac, and Jemima Merisca for your help with all

the administrative aspects of being a PhD student and for making the math department feel like

home. I would be amiss not to mention Ida Bulat who was the first person I met at the department:

her kindness and compassion created a warm and welcoming environment at the department, and

her presence is greatly missed.

This thesis was made possible in part due to the generous financial support from the University

of Toronto and NCCR SwissMAP of the Swiss National Science Foundation. I would also like to

thank Mathematisches Forschungszentrum Oberwolfach and Centre International de Rencontres
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Transition Probabilities for the Simple

Symmetric Random Walk
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In this chapter obtain several estimates on transition probabilities for the simple symmetric random

walk on Zd, both in discrete and in continuous time.

2.1. Discrete-Time

2.1.1. Fundamentals

A random walk is a stochastic process formed by successive summation of independent, identically

distributed random variables and it is one of the most basic and well-studied topics in probability

theory. The prototypical example is the discrete-time simple symmetric random walk on Zd.

Definition 2.1 (Simple Symmetric Random Walk on Zd)

The Simple Symmetric Random Walk on Zd (S)n∈N0 starting at x ∈ Zd is given by

Sn := x+X1 + +Xn

where the Xi’s are i.i.d. random variables and P{Xj = ek} = P{Xj = −ek} = 1/(2d), k = 1, . . . , d

and where ek denotes the unit vector in the kth direction.

Notice that a Simple Symmetric Random Walk on Zd can also be considered as a Markov chain with

state space Zd and transition probabilities P{Sn+1 = z|Sn = y} = 1
2d , z−y ∈ {±e1, . . . ,±ed}. We

20
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define the n-step transition probability for the random walk starting at x as

qn(x, y) := P{Sn = y | S0 = x}

If the random walks starts at the origin, we denote its transition probability by qyn.

We say that n ∈ N0 and x ∈ Zd have the same parity and write n↔ x if n+
∑∞

k=1 xk is even. Notice

that if n and x have different parity, then qxn = 0.

We remind the classical local limit theorem for the simple random walk (see for example, Theorem

2.1.1 in [LL10]):

Theorem 2.2 (Local Central Limit Theorem)

For n ∈ N and x ∈ Zd, define qxn to be the Gaussian approximation of qxn:

qxn := 2

(
d

2πn

)d/2
e−d

‖x‖2
2n .

Then,

sup
x:n↔x

|qxn − qxn| = O

(
1

n
d
2

+1

)
. (2.1)

In particular,

sup
x:n↔x

qxn = O

(
1

nd/2

)
(2.2)

and for every A > 0, there exists a constant c > 0 such that

inf
x:n↔x
‖x‖≤A

√
n

qxn ≥ c
1

nd/2
. (2.3)

This estimate is good for typical x (i.e. for x such that ‖x‖ ≤ A
√
n), but is not very sharp for

atypically large x.

The following result, which was also proved in [LL10] (see Theorem 2.3.11), is an improvement

of the lower bound for the transition probability obtained in (2.3) since it allows us to consider far

away points. We include the proof here for the sake of completeness.
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Lemma 2.3

There are constants c1, c2 > 0 such that the following holds: For every σ ∈ (3
4 , 1) and σ̃ ∈ (σ, 1), there

exists N ∈ N such that for every n ≥ N and y ∈ Zd with qyn > 0 and ‖y‖ ≤ nσ,

qyn ≥ c1

(
d

2πn

) d
2 exp

(
− d

2n‖y‖
2
)

exp
(
− c2n

4σ̃−3
)
. (2.4)

Proof. The argument is standard, so we will be brief (see for instance [LL10]). Let (γn)n∈N0 be a

simple symmetric random walk on Zd. For n ∈ N0, we set γ∗n := γ2n. Then γ∗ is a random walk

on the lattice (Zd)ev in Rd consisting of points whose coordinate sum is even. If {ej}1≤j≤d is the

standard basis for Rd, then {e1 + ej : 1 ≤ j ≤ d} is a basis for (Zd)ev. Let T : Rd → Rd be the

linear transformation mapping e1 + ej to ej for 1 ≤ j ≤ d, and define γ̃n := Tγ∗n. Then, γ̃ is an

aperiodic, irreducible, symmetric random walk on Zd with bounded increments, so it satisfies the

conditions of Theorem 2.3.11 in [LL10]. Thus, there is ρ > 0 such that for any i ∈ N and for any

z ∈ Zd satisfying ‖z‖ < ρi, we have

q̃zi := P(γ̃i = z) =
1

(2πi)
d
2

√
detA

exp

(
−〈z,A

−1z〉
2i

)
exp

(
O

(
1

i
+
‖z‖4

i3

))
,

where A is the covariance matrix of the increment distribution for γ̃. Now, we fix σ ∈ (3
4 , 1),

σ̃ ∈ (σ, 1), and let n ∈ N be so large that 1 + nσ < (n − 1)σ̃ and nσ̃ < ρ
2|||T |||n, where |||T ||| is the

operator norm of T . We distinguish between two cases: n is either even or odd.

EVEN CASE. If n = 2m for some m ∈ N then we can prove a stronger statement:

Claim 2.1

If n ∈ N is even, then there are constants c1, c2 > 0, independent of n, σ̃, and σ, such that (2.4) holds

for every y ∈ Zd with qyn > 0 and ‖y‖ ≤ nσ̃.

To prove this claim, we fix y ∈ Zd such that qy2m > 0 and ‖y‖ ≤ (2m)σ̃. Then qy2m = q̃Tym . Moreover,

since ‖Ty‖ ≤ |||T |||‖y‖ ≤ |||T |||nσ̃ < ρm, we have

q̃Tym =
1

(2πm)
d
2

√
detA

exp

(
−〈Ty,A

−1Ty〉
2m

)
exp

(
O

(
1

m
+
‖Ty‖4

m3

))
= 2

(
d

2πn

) d
2 exp

(
− d

2n‖y‖
2
)

exp

(
O

(
1

m
+
‖Ty‖4

m3

))
≥ 2

(
d

2πn

) d
2 exp

(
− d

2n‖y‖
2
)
c′1 exp

(
− c′2n4σ̃−3

)
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for some universal constants c′1, c
′
2 > 0. This proves the claim if we take c1 := 2c′1 and c2 := c′2.

ODD CASE. Now, suppose n = 2m + 1 for some m ∈ N. Fix y ∈ Zd such that qy2m+1 > 0 and

‖y‖ ≤ (2m+ 1)σ. Let E be the set of standard unit vectors in Rd and their additive inverses. Then

qy2m+1 =
∑
z∈Zd

qy−z2m qz1 =
1

2d

∑
z∈E

qy−z2m .

Since ‖y − z‖ < 1 + nσ < (n − 1)σ̃ = (2m)σ̃ and qy−z2m > 0 for all z ∈ E, then using Claim 2.1, we

can bound qy2m+1 from below as follows: there are c′1, c
′
2 > 0 such that

qy−z2m+1 ≥
1

2d

∑
z∈E

c′1

(
d

2π(2m)

) d
2

exp
(
− d

2(2m)‖y − z‖
2
)

exp
(
− c′2(2m)4σ̃−3

)
=
c′1
2d

(
d

4πm

) d
2 exp

(
− c′2(2m)4σ̃−3

)∑
z∈E

exp
(
− d

4m‖y − z‖
2
)

≥ c′1
2d

(
d

2πn

) d
2 exp

(
− c′2n4σ̃−3

)
exp

(
− d

4m‖y − e1‖2
)
. (2.5)

Assume that n is so large that

exp

(
−d(1 + 2nσ)

2n

(
1 +

1

n− 1

))
exp

(
− dn2σ

2n(n− 1)

)
>

1

2
.

Since ‖y − e1‖2 = ‖y‖2 + 1− 2〈y, e1〉 ≤ ‖y‖2 + 1 + 2‖y‖, it follows that

exp
(
− d

2n‖y − e1‖2
)
≥ exp

(
− d

2n

(
‖y‖2 + 1 + 2‖y‖

) (
1 + 1

2m

) )
≥ 1

2 exp
(
− d

4m‖y‖
2
)
.

Plugging this into (2.5), we obtain the desired estimate. �

2.1.2. Further Estimates

In this section we obtain further estimates on the transition probabilities of the discrete-time simple

symmetric random walk. Of special importance is Lemma 2.6 which provides an upper bound

estimate for the ratio of transition probabilities qz
′
n′/q

z
n even for z large (‖z‖ ≤ An for some A > 0).

We express special gratitude to Fedor Nazarov, who kindly shared with us his unpublished notes

that allowed us to prove Lemma 2.6.

We first show a result for linear functionals that will help us obtain estimates related to the discrete-

time transition probabilities.
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Fix a linear functional ϕ on Rd such that |ϕ(x)| ≤ ‖x‖ for all x ∈ Rd. To simplify notation, we set

ϕj := ϕ(ej) for 1 ≤ j ≤ d, where {ej} is the standard basis in Rd. Define, for all θ = (θ1, . . . , θd) ∈

Rd,

Φ(θ) := E
[
ei〈θ,γ1〉eϕ(γ1)

]
=

1

2d

d∑
j=1

(
eiθ

j
eϕj + e−iθ

j
e−ϕj

)
. (2.6)

Notice that for all θ, ∣∣Φ(θ)
∣∣ ≤ Φ(0) =

∑
z∈Zd

qz1e
ϕ(z). (2.7)

Furthermore,

Φ(0)n =
∑
y∈Zd

qyne
ϕ(y). (2.8)

Notice also that Φ is 2π-periodic in every argument, so it will be convenient to work with the

cube C := (−π
2 ,

3π
2 ]d. It is not hard to see that the inequality (2.7) is strict for all θ ∈ C except for

θ0 = (0, . . . , 0) and θ1 := (π, . . . , π). For any ε > 0 and j ∈ {0, 1}, letDεj := {θ ∈ Rd : ‖θ−θj‖ < ε}.

Claim 2.2

There exist ε, δ > 0 such that, for j ∈ {0, 1},

∣∣∣∣ Φ(θ)

Φ(θj)

∣∣∣∣ ≤ e−δ‖θ−θj‖2 for all θ ∈ C \ Dε1−j , (2.9)

Proof of Claim. For each j ∈ {0, 1}, we define scaled versions of the gradient vector and the

Hessian matrix of Φ at θj:

Gj := −i∇Φ(θj)

Φ(θj)
and Hj := −1

2

∇2Φ(θj)

Φ(θj)
.

A simple computation shows that the matrix Hj is diagonal, and that for every l ∈ {1, . . . , d}, the

l-th component of Gj and the (l, l)-entry of Hj are, respectively,

Glj =
sinh(ϕl)

dΦ(0)
and H l

j =
cosh(ϕl)

2dΦ(0)
. (2.10)

If we Taylor expand Φ around θj , we get

∣∣∣∣ Φ(θ)

Φ(θj)

∣∣∣∣ =
∣∣∣1 + i〈Gj , θ − θj〉 −

〈
θ − θj , Hj(θ − θj)

〉
+O

(
‖θ − θj‖3

)∣∣∣
=
(

1− 2
〈
θ − θj , Hj(θ − θj)

〉
+ 〈Gj , θ − θj〉2 +O

(
‖θ − θj‖3

))1/2
.
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Here and anywhere this notation appears, g(θ) = O(f(θ)) means there is a universal constant c > 0,

possibly depending on the dimension d, but independent of ϕ, n, z, etc., such that |g(θ)| ≤ cf(θ).

In the Taylor expansion above, the constant c corresponding to the error term O
(
‖θ − θj‖3

)
may

be chosen independently of ϕ because of the assumption that ‖ϕ‖ ≤ 1. Notice from (2.10) that

G0 = G1 and H0 = H1, so in order to prove Claim 2.2, it is enough to consider the case j = 0. If

we write θ = (θ1, . . . , θd), then using Jensen’s inequality for sums,

〈
G0, θ

〉2 ≤ 1

dΦ(0)

d∑
l=1

sinh |ϕl|(θl)2.

Thus, using the expression for H0 in (2.10) as well as the fact that ‖ϕ‖ ≤ 1, we get

2
〈
θ,H0θ

〉
−
〈
G0, θ

〉2 ≥ 1

dΦ(0)

d∑
l=1

e−|ϕl|(θl)2 ≥ 1

deΦ(0)
‖θ‖2.

Thus, there is an ε > 0 and a universal constant c > 0 such that for all ‖θ‖ ≤ ε,

∣∣∣∣Φ(θ)

Φ(0)

∣∣∣∣ ≤ (1− 1

deΦ(0)
‖θ‖2 +O

(
‖θ‖3

))1/2

≤
(
1− c‖θ‖2

)1/2
.

Since the map θ 7→
∣∣Φ(θ)/Φ(0)

∣∣ is continuous and strictly less than 1 for all θ ∈ C except θ0, θ1, it

follows that if σ is the supremum of
∣∣Φ(θ)/Φ(0)

∣∣ over θ ∈ C satisfying ‖θ−θ0‖ ≥ ε and ‖θ−θ1‖ ≥ ε,

then σ < 1. Thus, if we choose c̃ ∈ (0, c) so small that
(
1− c̃‖θ‖2

)
≥ σ2 for all θ ∈ C, then the claim

follows if we take δ := c̃/2. �

Lemma 2.4

There is c1 > 0 such that for every y ∈ Zd and for every linear functional ϕ on Rd with |ϕ(x)| ≤ ‖x‖,

x ∈ Rd, we have

qyne
ϕ(y) ≤ c1n

− d
2

∑
z∈Zd

qzne
ϕ(z), n ∈ N.

In particular,

qyn . n
− d

2 , n ∈ N, y ∈ Zd. (2.11)

Proof. For z ∈ Zd and n ∈ N, let Φ̂n be the Fourier transform of Φn; i.e.,

Φ̂n(z) :=
1

(2π)d

∫
C

Φ(θ)ne−i〈θ,z〉 dθ.



TOC | chapter 2 | section 1 26

Since Φ(θ)n = E
[
ei〈θ,γn〉eϕ(γn)

]
, we get

Φ̂n(z) =
∑
y∈Zd

P(γn = y)eϕ(y) 1

(2π)d

∫
C
ei〈θ,y−z〉 dθ = qzne

ϕ(z). (2.12)

Now, using Claim 2.2, we estimate:

qzne
ϕ(z) ≤ 1

(2π)d

∫
C

∣∣Φ(θ)
∣∣n dθ =

1

(2π)d

∫
C

∣∣∣∣Φ(θ)

Φ(0)

∣∣∣∣n dθ ∑
y∈Zd

qyne
ϕ(y)

≤ 1

(2π)d

(∫
C\Dε1

e−δn‖θ‖
2
dθ +

∫
C\Dε0

e−δn‖θ−θ
1‖2 dθ

) ∑
y∈Zd

qyne
ϕ(y)

≤ 2

(2π)d

∫
Rd
e−δn‖θ‖

2
dθ
∑
y∈Zd

qyne
ϕ(y).

The last integral can be estimate from above by

C

∫ ∞
0

rd−1e−δnr
2
dr = Cn−

d
2

∫ ∞
0

ρd−1e−δρ
2
dρ,

where ρ := n
1
2 r and C is some constant depending on d. �

Lemma 2.5

There are ρ1, ρ2 > 0 such that the following holds: For any n ∈ N and for any z ∈ Zd such that

‖z‖ ≤ ρ1n and ‖z‖1 ≡ n, there is a linear functional ϕ on Rd of norm ‖ϕ‖ ≤ ρ2
‖z‖
n which satisfies

1

(2π)d

∫
C

∣∣Φ(θ)
∣∣n dθ ≤ (1 +O(n−

2
5 )
)
qzne

ϕ(z).

Moreover,

qzne
ϕ(z) & n−

d
2

∑
y∈Zd

qyne
ϕ(y).

Proof. For each j ∈ {0, 1}, let Bj := {θ : ‖θ− θj‖ ≤ n−2/5}. Recall from (2.12) that for all z ∈ Zd,

all n ∈ N, and any linear functional ϕ on Rd satisfying ‖ϕ‖ ≤ 1, we have the following equality:

qzne
ϕ(z) =

1

(2π)d

∫
C

Φ(θ)ne−i〈θ,z〉 dθ = I0 + I1 + I, (2.13)

where

Ij :=
1

(2π)d

∫
Bj

Φ(θ)ne−i〈θ,z〉 dθ and I :=
1

(2π)d

∫
C\(B0∪B1)

Φ(θ)ne−i〈θ,z〉 dθ.
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Then we find

1

(2π)d

∫
C

∣∣Φ(θ)
∣∣n dθ − qzneϕ(z) ≤

1∑
j=0

(
1

(2π)d

∫
Bj

∣∣Φ(θ)
∣∣n dθ − Re(Ij)

)
(2.14)

+
2

(2π)d

∫
C\(B0∪B1)

∣∣Φ(θ)
∣∣n dθ.

By Claim 2.2, there are ε, δ > 0 such that the integral over C \ (B0 ∪ B1) in (2.14) can be bounded

from above by

2Φ(0)n

(2π)d

(∫
C\(B0∪Dε1)

e−δn‖θ‖
2
dθ +

∫
C\(B1∪Dε0)

e−δn‖θ−θ
1‖2dθ

)
≤ 4Φ(0)ne−δn

1/5
, (2.15)

where Dj := {θ ∈ Rd : ‖θ− θj‖ < ε}. Note that we used that C \ (B0 ∪B1) ⊆ C \
[
(B0 ∩D0)∪ (B1 ∩

D1)
]
⊆
[
C \ (B0 ∪ D1)

]
∪
[
C \ (B1 ∪ D0)

]
.

To find a suitable upper bound on the integrals over Bj in (2.14), we will choose ϕ, n and z in

such a way that for j ∈ {0, 1}, the linear term in the Taylor expansion of Φ(θ)e−
i
n
〈z,θ〉 around θj

vanishes.

To find a suitable upper bound on the expression in the second line of (2.14), we will choose ϕ, n

and z in such a way that for j ∈ {0, 1}, the linear term

Φ(θj)∇(e−
1
n
〈z,θj〉) + e−

1
n
〈z,θj〉∇Φ(θj)

in the Taylor expansion of Φe−
1
n
〈z,θj〉 around θ(j) vanishes. If we denote the kth component of z by

z(k), this is equivalent to

Fk(ϕ1, . . . , ϕd) :=
sinh(ϕk)∑d
l=1 cosh(ϕl)

=
z(k)

n
, 1 ≤ k ≤ d,

where ϕk = ϕ(ek). Let F : Rd → Rd be given by

F (x1, . . . , xd) :=
d∑

k=1

sinh(xk)∑d
l=1 cosh(xl)

ek.

For r > 0 and x ∈ Rd, let Br(x) denote the open Euclidean ball of radius r centered at x. Since

F (0) = 0 and

detDF (0) =
1

dd
6= 0,
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the inverse function theorem yields existence of ρ1 > 0 and an open neighbourhood U of 0 such

that F : U → Bρ1(0) is a diffeomorphism. Therefore, for any n ∈ N and z ∈ Zd with ‖z‖ < ρ1n

there is ϕ ∈ U ⊆ Rd such that F (ϕ) = z
n . Since F−1 is differentiable and F−1(0) = 0, there exists

ρ2 > 0 such that

‖ϕ‖ = ‖F−1( zn)‖ ≤ ρ2
‖z‖
n
.

Without loss of generality, we may assume that ρ1ρ2 ≤ 1 so that ‖ϕ‖ ≤ 1. Fix n ∈ N, z ∈ Zd such

that ‖z‖ ≤ ρ1n and ‖z‖1 ≡ n, and the corresponding ϕ ∈ Rd (which we identify with the linear

functional mapping ek to ϕk for 1 ≤ k ≤ d). For j ∈ {0, 1} and for θ ∈ Bj such that ‖θ− θj‖ ≤ n−
2
5 ,

we have

Φ(θ)e−
i
n
〈z,θ〉 = Φ(θj)e−

i
n
〈z,θj〉 +

〈
θ − θj , Aj(θ − θj)

〉
+O

(
‖θ − θj‖3

)
= Φ(θj)e−

i
n
〈z,θj〉

(
1 +

〈
θ − θj , Aj(θ − θj)

〉
Φ(θj)e−

i
n
〈z,θj〉

+O(n−6/5)

)
, (2.16)

where Aj is the quadratic form in the Taylor expansion of Φ(θ)e−
i
n
〈z,θj〉. Note that the error term

O(n−
6
5 ) is complex-valued and can be bounded by cn−

6
5 for some constant c that depends neither

on ϕ nor on n or z (this is because ‖ϕ‖ ≤ 1 and ‖z‖
n ≤ ρ1). Also, using the expressions (2.10)

for the gradient and the Hessian of Φ(θ), it is easy to see that the entries of Aj
/

Φ(θj)e−
i
n
〈z,θj〉

are real. Let xj(θ) and yj(θ) denote respectively the real and imaginary parts of the expression in

parentheses in (2.16). Then each of the summands on the righthand side of the first line in (2.14)

can be written as follows:

1∑
j=0

Φ(0)n

(2π)d

∫
Bj

(∣∣xj(θ) + iyj(θ)
∣∣n − Re

((
xj(θ) + iyj(θ)

)n))
dθ. (2.17)

Here, we used the assumption that n and ‖z‖1 have the same parity: as n ≡ ‖z‖1, we have

Φ(θ1)ei〈z,θ
1〉 = Φ(0)n(−1)ne−iπ‖z‖1 = Φ(0)n. If we represent xj(θ) + iyj(θ) in polar form, then

the modulus is
∣∣xj(θ) + iyj(θ)

∣∣ =
∣∣Φ(θ)/Φ(0)

∣∣ and the argument is of order O(n−6/5). As a result,

the integrand in (2.17) equals∣∣Φ(θ)
∣∣n

Φ(0)n

(
1− cos

(
O(n−1/5)

))
=

∣∣Φ(θ)
∣∣n

Φ(0)n
O(n−2/5).
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We can therefore write (2.17) as Φ(0)nO(n−2/5)Jn where

Jn :=

∫
C

(∣∣Φ(θ)
∣∣

Φ(0)

)n
dθ. (2.18)

Now we claim that Jn & n−d/2. Our choice of ϕ implies

Jn ≥
1

Φ(0)n

∫
B0

∣∣Φ(θ)e−
i
n
〈z,θ〉

∣∣∣n dθ =

∫
B0

∣∣x0(θ) + iy0(θ)
∣∣n dθ

≥ cos
(
O(n−1/5)

) ∫
B0

∣∣x0(θ)
∣∣n dθ =

(
1 +O(n−2/5)

) ∫
B0

∣∣x0(θ)
∣∣n dθ.

For θ ∈ C ∩ B0, we have x0(θ) = exp
(
〈θ,A0θ〉/Φ(0)

)(
1 +O(n−6/5)

)
, so we can continue the above

chain of inequalities as follows:

≥
(
1 +O(n−2/5)

)(
1 +O(n−6/5)

)n ∫
B0

exp

(
n
〈θ,A0θ〉

Φ(0)

)
dθ

≥
(
1 +O(n−1/5)

) ∫
B0

exp

(
n
〈θ,A0θ〉

Φ(0)

)
dθ

&
∫
B0
e−cn‖θ‖

2
dθ & n−d/2

for some universal constant c > 0. The estimate Jn & n−
d
2 implies that O(n−2/5)Jn decays polyno-

mially in n, whereas e−δn
1/5

decays stretch-exponentially. Therefore, (2.14) implies

1

(2π)d

∫
C

∣∣Φ(θ)
∣∣n dθ − qzneϕ(z) ≤ O(n−2/5)

1

(2π)d

∫
C
|Φ(θ)|n dθ,

which gives proves the first claim.

Using (2.13), we write

qzne
ϕ(z) ≥ Re(I0) + Re(I1)− 2Φ(0)ne−δn

1/5
= Re(I0) + Re(I1)− 2e−δn

1/5
∑
y∈Zd

qyne
ϕ(y),

Re(I0) + Re(I1) =

1∑
j=0

Φ(0)n

(2π)d

∫
Bj

Re
((
xj(θ) + iyj(θ)

)n)
dθ. (2.19)

Moreover, for j ∈ {0, 1} and θ ∈ C ∩ Bj ,

xj(θ) = exp

(〈
θ − θj , Aj(θ − θj)

〉
Φ(θj)e−

i
n
〈z,θj〉

)(
1 +O(n−6/5)

)
.
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As the argument in the polar form of xj(θ)+ iyj(θ) is of order O(n−6/5), we can bound Re
((
xj(θ)+

iyj(θ)
)n) from below by

xj(θ)
n cos

(
O(n−1/5)

)
= xj(θ)

n
(
1 +O(n−2/5)

)
.

For the right side of (2.19), this yields the lower bound

(
1 +O(n−1/5)

)Φ(0)n

(2π)d

1∑
j=0

∫
Bj

exp

(
n

〈
θ − θj , Aj(θ − θj)

〉
Φ(θj)e−

i
n
〈z,θj〉

)
dθ,

which is greater than a constant times

n−d/2Φ(0)n = n−d/2
∑
y∈Zd

qyne
ϕ(y).

As e−δn
1
5 decays faster than n−

d
2 , we obtain the desired estimate. �

Lemma 2.6

There are constants ρ, c > 0 such that for any n, n′ ∈ N and for any z, z′ ∈ Zd with ‖z‖ ≤ ρn and

‖z‖1 ≡ n, we have

qz
′
n′

qzn
≤
(

1 +O(n−
2
5 )
)

exp

(
c

(
‖z‖
n

(
‖z − z′‖+ |n′ − n|

)
+ ln(n)

|n− n′|
n

))
.

Proof. Let ρ1, ρ2 be as in Lemma 2.5, relabel ρ1 as ρ, and let n, n′ ∈ N, z, z′ ∈ Zd be such that

‖z‖ ≤ ρn and ‖z‖1 ≡ n. Let ϕ be the linear functional from Lemma 2.5 that corresponds to n and

z, and for which
1

(2π)d

∫
C
|Φ(θ)|n dθ ≤

(
1 +O(n−

2
5 )
)
qzne

ϕ(z). (2.20)

We consider two cases: n′ > n and n′ ≤ n.

CASE “n′ > n”. If n′ > n, we have

qz
′
n′e

ϕ(z′) ≤ 1

(2π)d

∫
C
|Φ(θ)|n′ dθ ≤ Φ(0)n

′−n 1

(2π)d

∫
C
|Φ(θ)|n dθ.

Furthermore,

Φ(0)n
′−n ≤ e‖ϕ‖(n′−n) ≤ eρ2

‖z‖
n

(n′−n).
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The estimate in (2.20) then implies

qz
′
n′

qzn
≤
(

1 +O(n−
2
5 )
)
eϕ(z−z′)eρ2

‖z‖
n

(n′−n)

≤
(

1 +O(n−
2
5 )
)

exp

(
ρ2
‖z‖
n

(
‖z − z′‖+ |n′ − n|

))
.

CASE “n′ ≤ n”. If n′ ≤ n, the function x 7→ x
n
n′ is convex, and Jensen’s inequality implies

qz
′
n′e

ϕ(z′) ≤
(

1

(2π)d

∫
C
|Φ(θ)|n dθ

)n′
n

= Φ(0)n
′
J
n′
n
n ≤ Φ(0)nJ

n′
n
n , (2.21)

where Jn was defined in (2.18). Since Jn & n−d/2,

J
n′
n
n ≤

(
c2n

d
2

)n−n′
n

Jn ≤ exp

(
c3 ln(n)

n− n′

n

)
Jn (2.22)

for some constants c2, c3 > 0. Combining (2.21) and (2.22), we obtain

qz
′
n′ ≤ e−ϕ(z′) 1

(2π)d

∫
C
|Φ(θ)|n dθ exp

(
c3 ln(n)

n− n′

n

)
.

Together with (2.20), this yields

qz
′
n′

qzn
≤
(

1 +O(n−
2
5 )
)

exp

(
ϕ(z − z′) + c3 ln(n)

n− n′

n

)
≤
(

1 +O(n−
2
5 )
)

exp

(
c

(
‖z‖
n
‖z − z′‖+ ln(n)

n− n′

n

))

for some universal constant c > 0. �

For y ∈ Zd and n ∈ N0, set

ι(y, n) =


n, ‖y‖1 ≡ n,

n+ 1, ‖y‖1 6≡ n.

Let ν ∈ (1
2 , 1) and set

J(t) :=
{
n ∈ N :

∣∣∣n
t
− 1
∣∣∣ < 1− ν

}
= {n ∈ N : νt < n < (2− ν)t}. (2.23)
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Lemma 2.7

Let σ ∈ (3
4 , 1) and ξ1 ∈ (0, 1− σ). There are constants T, c > 0 such that the following holds: For any

t ≥ T , y ∈ Zd such that ‖y‖ ≤ tσ, m ∈ J(2tξ1), and l ∈ J(t− 2tξ1), we have

qym+l ≤ cq
y
ι(y,l).

Proof. Since ι(y, l) > ‖y‖1 for ‖y‖ ≤ tσ, l ∈ J(t− 2tξ1), and t sufficiently large, and since ι(y, l) ≡

‖y‖1, we have qyι(y,l) > 0. For m ∈ J(2tξ1), Lemma 2.6 implies the estimate

qym+l =
qym+l

qyι(y,l)
qyι(y,l)

≤
(

1 +O(l−
2
5 )
)

exp

(
c

(
‖y‖
ι(y, l)

m+ ln(ι(y, l))
m

ι(y, l)

))
qyι(y,l) . q

y
ι(y,l).

For the last estimate, we used the assumption that ξ1 < 1− σ. �

Lemma 2.8

Let ‖y‖ < tσ, l• ∈ J(t− 2tξ1), l−, l+ ∈ N0, then there exists a constant C > 0 such that

qyl−+l•+l+
.

∏
s∈{−,+}

exp
(
Ctσ−1ls

)
qyι(y,l•).

This lemma is an easy consequence of Lemma 2.6 and it can be proved in the same way as

Lemma 2.7.

2.2. Continuous-Time

Now, we turn to the continuous-time simple symmetric randoms walk on Zd.
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Definition 2.9 (Continuous-time Simple Symmetric Random Walk)

We define continuous-time simple symmetric random walk η = (ηt)t∈R on Zd starting at point x

by

ηt = x+X1 + · · ·+Xnt

where nt is Poisson distributed (i.e. P(nt = n) = e−ttn

n! ) and the Xi’s are i.i.d. random variables

and P{Xj = ek} = P{Xj = −ek} = 1/(2d), k = 1, . . . , d and where ek denotes the unit vector in

the kth direction.

That is, a continuous-time simple symmetric random walk starts at some point x ∈ Zd at time 0

and after a waiting time (exponentially distributed with rate 1) it jumps to one of its 2d nearest

neighbours with equal probability.

Given a continuous-time simple symmetric random walk η = (ηt)t∈R on Zd starting at x, if observed

over a time interval [s, t), a sample path of η (which we shall also denote by η) is characterized by

(1) the number ns,t of jumps that occur within the time interval (s, t),

(2) a discrete-time path γ = (γ0, γ1, . . . , γns,t) on Zd such that γ0 = x and ‖γj − γj−1‖1 = 1

whenever 1 ≤ j ≤ ns,t, and

(3) the jump times s < s1 < . . . < sns,t < t.

Let

pzt := P0,0(ηt = z)

be the transition probability. for the continuous-time simple symmetric random walk starting at the

origin. Since the number of jumps up to time t nt in the continuous-time random walk is Poisson

distributed, we have that pzt = Eqzn(t), where n(t) is a Poisson random variable with intensity t,

namely

pzt =

∞∑
n=0

tne−t

n!
qzn,

where qzn is the transition probability for the associated discrete-time random walk γn = x+X1 +

· · ·+Xn.
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Lemma 2.10

For any y ∈ Zd such that ‖y‖ ≤ t
2
√
d
, we have

pyt =
(
d

2πt

) d
2 exp

(
− d

2t‖y‖
2
)

exp

(
O

(
1√
t

+
‖y‖3

t2

))
. (2.24)

Therefore, for any σ ∈ (0, 1) and t sufficiently large,

1

pyt
≤ etσ , y : ‖y‖ ≤ tσ. (2.25)

Proof. Denote the coordinate components of the continuous-time Simple Symmetric Random Walk

η on Zd starting at 0 by η(1), . . . , η(d) and set η̂(i)
t := η

(i)
dt for 1 ≤ i ≤ d. Then Proposition 1.2.2

in [LL10] implies that η̂(1), . . . , η̂(d) are independent continuous-time Simple Symmetric Random

Walk in dimension 1 starting at 0. According to Theorem 2.5.6 in [LL10], we have

P(η̂
(i)
t = z) =

1√
2πt

e−
z2

2t exp

(
O

(
1√
t

+
|z|3

t2

))

for 1 ≤ i ≤ d, and for all t > 0 and z ∈ Z such that |z| ≤ t
2 . Now, if z = (z1, . . . , zd) ∈ Zd such that

‖z‖ ≤ t
2
√
d
, the above equality implies (2.24) and the estimate (2.25) because

pzt =
d∏
i=1

P
(
η̂

(i)
t
d

= zi
)
.

�

Recall that for ν ∈ (1
2 , 1)

J(t) =
{
n ∈ N :

∣∣∣n
t
− 1
∣∣∣ < 1− ν

}
= {n ∈ N : νt < n < (2− ν)t}. (2.26)

For t > 0, y ∈ Zd, and x ∈ Zd such that ‖x‖ ≤ tσ, let

Dt(y, x) :=

∑
n/∈J(t) e

−t tn
n! q

y−x
n∑

n∈J(t) e
−t tn

n! q
y−x
n

.
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Lemma 2.11

Let y ∈ Zd. For any σ ∈ (3
4 , 1), we have

lim
t→∞

sup
‖x‖≤tσ

Dt(y, x) = 0.

Proof. First observe that for 0 ≤ n ≤ νt− 1, we have

tn

n!
≤ tn

n!

t

n+ 1
=

tn+1

(n+ 1)!
.

As a result,
tn

n!
≤ tbνtc

bνtc!
, 0 ≤ n ≤ νt.

This implies ∑
0≤n≤νt

e−t
tn

n!
qy−xn ≤ e−t

∑
0≤n≤νt

tn

n!
≤ e−t(νt+ 1)

tbνtc

bνtc!
.

Since x > e1− 1
x for all x ∈ (0,∞) \ {1}, we may select κ ∈ (e1− 1

ν , ν). As κ < ν, we have bνtc > κt

for t sufficiently large. By Stirling’s formula,

tbνtc

bνtc!
≤ ebνtc tbνtc√

2πbνtcbνtcbνtc
≤ 1√

2πκt

( e
κ

)νt
.

Let

δ =
1

2

(
e+

( e
κ

)ν)
.

As κ > e1− 1
ν , we have ( e

κ

)ν
< e

and hence ( e
κ

)ν
< δ < e.

It follows that ∑
0≤n≤νt

e−t
tn

n!
qy−xn ≤

(
δ

e

)t νt+ 1√
2πκt

.

For any k > t we have the following tail estimate

∑
n≥k

tn

n!
≤ tk

k!

∞∑
n=k

(
t

k

)n−k
=
tk

k!

1

1− t
k

. (2.27)
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Because 2− ν > 1, we can combine the estimate in (2.27) and Stirling’s formula to obtain

∑
n≥(2−ν)t

e−t
tn

n!
qy−xn ≤ 1

1− 1
2−ν

1√
2(2− ν)πt

(
e1−ν

(2− ν)2−ν

)t
.

Notice that e1−ν

(2−ν)2−ν < 1 because ex−1

xx < 1 for all x ∈ (0,∞) \ {1}.

On the other hand, on account of (2.24), for y ∈ Zd there is a constant C > 0 such that

∞∑
n=0

e−t
tn

n!
qy−xn = py−xt ≥ exp

(
−Ct2σ−1

)
, ‖x‖ ≤ tσ.

Since 2σ − 1 < 1, we obtain the desired convergence. �

Lemma 2.12

Let ξ ∈ (0, 1) and σ ∈ (3
4 , 1). There are constants T, c > 0 such that for any t ≥ T and y ∈ Zd such

that ‖y‖ ≤ tσ, we have
py
t−2tξ

pyt
≤ ceβ2tξ .

Proof. Choose the parameter ν ∈ (1
2 , 1) in the definition of J(t) so close to 1 that 4(1 − ν) < β2,

and let σ̃ ∈ (σ, 1). We have

lim sup
t→∞

sup
‖y‖≤tσ

Dt−2tξ(y, 0) ≤ lim
t→∞

sup
‖y‖≤(t−2tξ)σ̃

Dt−2tξ(y, 0),

and the righthand side tends to 0 as t→∞ by virtue of Lemma 2.11. Thus,

py
t−2tξ

pyt
=

∑
n∈J(t−2tξ) e

2tξ−t (t−2tξ)n

n! qyn(1 +Dt−2tξ(y, 0))∑∞
n=0 e

−t tn
n! q

y
n

≤(1 +Dt−2tξ(y, 0))e2tξ

∑
n∈J(t−2tξ)

(t−2tξ)n

n! qyn∑
n∈J(t−2tξ)

tn

n! q
y
n

. e2tξ

∑
n∈J(t−2tξ)

(t−2tξ)n

n! qyn∑
n∈J(t−2tξ)

tn

n! q
y
n

.

For n ∈ J(t− 2tξ),

(
t− 2tξ

t

)n
= (1− 2tξ−1)n ≤ (1− 2tξ−1)ν(t−2tξ) ≤ (1− 2tξ−1)(2ν−1)t ≤ e−2(2ν−1)tξ .

Accordingly,
py
t−2tξ

pyt
. e4(1−ν)tξ . eβ

2tξ .
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�

Lemma 2.13

Let σ ∈ (0, 1) and y1, y2 ∈ Zd. Then,

lim
t→∞

inf
‖x‖≤tσ

py1−xt

py2−xt

= lim
t→∞

sup
‖x‖≤tσ

py1−xt

py2−xt

= 1.

Proof. Thanks to Lemma 2.6, there are ρ, c > 0 such that for any n, n′ ∈ N with n′ ≤ n and for any

z, z′ ∈ Zd with ‖z‖ ≤ ρn and ‖z‖1 ≡ n mod 2,

qz
′
n′

qzn
≤
(

1 +O(n−
2
5 )
)

exp

(
c

(
‖z‖
n
‖z − z′‖+ ln(n)

n− n′

n

))
. (2.28)

Fix δ > 0 and choose the parameter ν ∈ (1
2 , 1) in the definition of J(t) so close to 1 that

ν−1 < (1 + δ)
1
3 .

With the help of Lemma 2.11, we can choose τ > 0 so large that

ν−1 + τ−1 < (1 + δ)
1
3 ,

1 + sup
‖x‖≤tσ

Dt(y1, x) < (1 + δ)
1
3 , for all t ≥ τ,

and such that for all n > ντ , we have ‖y2‖+ (ν−1n)σ < ρn and

(
1 +O(n−

2
5 )
)

exp

(
c

(
‖y2‖+ (ν−1n)σ

n
‖y1 − y2‖+

ln(n)

n

))
< (1 + δ)

1
3 . (2.29)

For y ∈ Zd and n ∈ N0, let

ι(y, n) :=


n, ‖y‖1 ≡ n mod 2,

n+ 1, ‖y‖1 6≡ n mod 2.

Let t ≥ τ and let x ∈ Zd such that ‖x‖ ≤ tσ. For n > νt,

‖y2 − x‖ ≤ ‖y2‖+ ‖x‖ ≤ ‖y2‖+ (ν−1n)σ < ρn ≤ ρι(y2 − x, n).
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By definition of ι, we also have ‖y2 − x‖1 ≡ ι(y2 − x, n) mod 2. Hence, using (2.28) and (2.29),

qy1−xn

qy2−xι(y2−x,n)

≤
(

1 +O(n−
2
5 )
)

exp

(
c

(
‖y2 − x‖

n
‖y1 − y2‖+

ln(n)

n

))
< (1 + δ)

1
3. (2.30)

Notice that for n < ν−1t, we can write

tn

n!
≤ (ν−1 + t−1)

tι(y2−x,n)

ι(y2 − x, n)!
< (1 + δ)

1
3
tι(y2−x,n)

ι(y2 − x, n)!
.

Then

py1−xt =(1 +Dt(y1, x))
∑
n∈J(t)

e−t
tn

n!
qy1−xn (2.31)

≤(1 + sup
‖x‖≤tσ

Dt(y1, x))e−t
∑
n∈J(t)

tn

n!
qy1−xn

≤(1 + δ)
1
3 e−t

∑
n∈J(t):q

y1−x
n >0

tn

n!
qy1−xn

≤(1 + δ)
2
3 e−t

∑
n∈J(t):q

y1−x
n >0

tι(y2−x,n)

ι(y2 − x, n)!
qy2−xι(y2−x,n)

qy1−xn

qy2−xι(y2−x,n)

≤(1 + δ)e−t
∑

n∈J(t):q
y1−x
n >0

tι(y2−x,n)

ι(y2 − x, n)!
qy2−xι(y2−x,n)

where in the last line we used the estimate in (2.30). Furthermore,

py2−xt =
∞∑
n=0

e−t
tn

n!
qy2−xn ≥ e−t

∑
n∈J(t):q

y1−x
n >0

tι(y2−x,n)

ι(y2 − x, n)!
qy2−xι(y2−x,n). (2.32)

Combining the estimates (2.31) and (2.32) we have

py1−xt

py2−xt

< 1 + δ.

Since our choice of τ did not depend on x and since δ > 0 is arbitrary, this shows that

lim sup
t→∞

sup
‖x‖≤tσ

py1−xt

py2−xt

≤ 1.
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Interchanging the roles of y1 and y2, we obtain

lim sup
t→∞

sup
‖x‖≤tσ

py2−xt

py1−xt

≤ 1

and thus the desired result. �

Lemma 2.14

There is a constant C > 0 (depending on the dimension) such that the continuous-time transition

probability of going from 0 to any point x ∈ Zd in time t = 1 satisfies the following bound:

px1 ≤
C

‖x‖2
.

Proof. From Theorem 2.1.1 in [LL10], there is a constant C > 0 (depending on the dimension)

such that for any x ∈ Zd and n ∈ N such that

qxn ≤
C

nd/2‖x‖2
.

Therefore,

px1 =
∞∑
n=0

e−1 1

n!
qxn ≤

∞∑
n=0

e−1 1

n!

C

nd/2‖x‖2
≤ C

‖x‖2
.

�
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For d ≥ 3, let Ω be the set of functions ω : Zd × R → R such that for every x ∈ Zd, the function

t 7→ ω(x, t) is continuous and satisfies ω(x, 0) = 0. Each ω ∈ Ω represents a realization of the

noise in our stochastic model. Let F denote the canonical σ-field on Ω, and let Q be the probability

measure on (Ω,F) under which (W x)x∈Zd , defined by W x
t (ω) := ω(x, t), are independent two-

sided Wiener processes. Expectation corresponding to Q will be denoted by 〈·〉. These constitute

the random potential in our setting.

For any (x, s) ∈ Zd×R, let η = (ηt)t≥s be a continuous-time simple symmetric random walk (SSRW)

on Zd starting at x at time s. The corresponding probability measure is denoted by Px,s and the

corresponding expectation by Ex,s. We assume that the jumps of η occur at random times given by

independent exponential clocks; i.e., the times between consecutive jumps form an i.i.d. sequence

of exponential random variables with rate 1. Note that η is transient because d ≥ 3. If observed

over a time interval [s, t), a sample path of η (which we shall also denote by η) is characterized by

(1) the number ns,t of jumps that occur within the time interval (s, t),

40
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(2) a discrete-time path γ = (γ0, γ1, . . . , γns,t) on Zd such that γ0 = x and ‖γj − γj−1‖1 = 1

whenever 1 ≤ j ≤ ns,t, and

(3) the jump times s < s1 < . . . < sns,t < t.

It is convenient to introduce the notation s0 := s and sns,t+1 := t, although we do not assume that

s and t are jump times. If s = 0, we will typically write nt instead of n0,t. To a sample path η and a

realisation of the noise ω ∈ Ω, we assign the action defined by

Ats(η, ω) :=

ns,t∑
j=0

(
ω(γj , sj+1)− ω(γj , sj)

)
. (3.1)

For any time t > s and any site y ∈ Zd, denote the probability measure obtained from Px,s by

conditioning on the event {ηt = y} by Py,t
x,s. The corresponding expectation is denoted by Ey,tx,s.

Also set

pyt := P0,0(ηt = y).

1. Partition functions. Fix a parameter β > 0, called inverse temperature, which we will always

think of as small; i.e., we study the high-temperature regime. For every ω ∈ Ω, we define the

random point-to-point partition function by

Zy,tx,s(ω) := e−
β2

2
(t−s)py−xt−s Ey,tx,se

βAts(·,ω). (3.2)

We also define

Ztx,s(ω) :=
∑
y∈Zd

Zy,tx,s(ω), and Zy,ts (ω) :=
∑
x∈Zd

Zy,tx,s(ω). (3.3)

Since e−
β2

2
(t−s)〈eβAts(η,·)〉 = 1 for every η, these partition functions are normalized in the sense that

〈Ztx,s〉 = 〈Zy,ts 〉 = 1.

Notice that the law of the stochastic process (Zs+tx,s )t≥0 with respect to Q does not depend on x or

s because the law for the increments of the Wiener processes (W x)x∈Zd is stationary in space and

time, and because the SSRW η is homogeneous. Besides, (Zs+tx,s )t≥0 and (Zx,ss−t)t≥0 have the same

law because of time-reversibility of η.
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The first major achievement of this thesis is to construct a limit of the partition functions for the

Anderson polymer model. Namely, we derive the following convergence result, including the rate

of convergence, for the partition functions (3.3) in the regime of small β.

Theorem 3.1

If β is sufficiently small, the following statements hold.

(1) For all (x, s), (y, t) ∈ Zd×R, the partition functions Ztx,s and Zy,ts converge in L2(Q) as t→∞

and s→ −∞ respectively to the limiting partition functions

Z∞x,s := lim
t→∞

Ztx,s and Zy,t−∞ := lim
s→−∞

Zy,ts .

In fact, there is θ > 0, independent of x, y and s, t, such that

lim
t→∞

(t− s)θ
〈 (
Ztx,s − Z∞x,s

)2 〉
= 0 and lim

s→−∞
(t− s)θ

〈(
Zy,ts − Z

y,t
−∞

)2 〉
= 0

(2) There is a subset Ω+ ⊂ Ω with Q(Ω+) = 1, such that for all (x, s), (y, t) ∈ Zd × R and all

ω ∈ Ω+, the limiting partition functions Z∞x,s(ω) and Zy,t−∞(ω) exist and are positive.

Remark 3.2

Note that, due to symmetry, it is enough to henceforth only study the limit as t→∞ of Ztx,s.

This chapter is devoted to the proof of this theorem which we structure as follows. To prove Part (1),

we first prove the existence of the L2(Q)-limit of the partition functions in Proposition 3.3. Then,

in Proposition 3.5, we establish the rate of convergence. Of course, Proposition 3.5 immediately

implies Proposition 3.3, but we believe that the proof of Proposition 3.3 is sufficiently simple and

illustrative to be included for pedagogical reasons.

For Part (2), the proof is constructed in a sequence of three incremental steps. First, in Corollary 3.4

we argue that for every (x, s) ∈ Zd×R, there is a full-measure subset Ωx,s such that Z∞x,s(ω) exists for

every ω ∈ Ωx,s. This follows immediately from the proof of Part (1) (specifically, Proposition 3.3).

The second and crucial step is to flip the quantifiers: using the existence of subsets Ωx,s and by

restricting our attention to integer time intervals, we argue in Proposition 3.8 that there is a full-

measure subset Ωlim, independent of (x, s), such that Z∞x,s(ω) exists for every ω ∈ Ωx,s and every

(x, s) ∈ Zd × R. The third and final step, which is Proposition 3.11, is to prove, this time by first
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restricting our attention to rational times, that there is a full-measure subset Ω+ ⊂ Ωlim, again

independent of (x, s), such that Z∞x,s(ω) is positive for every ω ∈ Ω+ and every (x, s) ∈ Zd × R.

3.1. Existence of Limiting Partition Functions

Define

α :=
∞∑
n=1

∑
z∈Zd

(qzn)2 . (3.4)

By Theorem 2.2, there exists C > 0 such that qzn ≤ Cn−
d
2 for all z ∈ Zd and n ∈ N. Therefore,

because d ≥ 3, we have

α ≤ C
∞∑
n=1

1

n
d
2

∑
z∈Zd

qzn = C

∞∑
n=1

1

n
d
2

<∞. (3.5)

Proposition 3.3

For β < 1√
1+α

, the following holds: For all x ∈ Zd and s ∈ R, as t→∞, Ztx,s converges in L2(Q) to a

limiting partition function Z∞x,s.

As pointed out by Bolthausen ([Bol89]), (Ztx,s)t≥s is a martingale with respect to the filtration

Ft := σ(W y
u : s ≤ u ≤ t, y ∈ Zd), so the Martingale Convergence Theorem implies the following.

Corollary 3.4

For every x ∈ Zd and s ∈ R there exists a set Ωx,s ⊆ Ω with Q(Ωx,s) = 1 such that for every ω ∈ Ωx,s,

Ztx,s(ω) converges to a limit Z∞x,s(ω) as t→∞.

Before we prove Proposition 3.3, we derive an expansion for the partition function Zy,tx,s, and state

analogous versions for Ztx,s and Zy,ts . In addition to being a key step in proving Proposition 3.3,

they will also help us prove Proposition 3.5 and 4.1.

3.1.1. Partition Function Expansions.

To derive an expansion for Ztx,s, let us first write

Zy,tx,s = py−xt−s e
−β

2

2
(t−s)Ey,tx,s

ns,t∏
j=0

exp
(
β
(
W

γj
sj+1 −W

γj
sj

))
. (3.6)
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In the expression above, it is important to note that sns,t+1 = t, in line with the notation for random

walk paths in continuous time over an interval [s, t) that we introduced earlier. Given z ∈ Zd and

s, t ∈ R such that s < t, define

h(z; s, t) := e−
β2

2
(t−s)eβ(W z

t −W z
s ) − 1 =

eβ(W z
t −W z

s ) − e
β2

2
(t−s)

e
β2

2
(t−s)

. (3.7)

Notice that 〈h(z; s, t)〉 = 0 and 〈h(z; s, t)2〉 = eβ
2(t−s) − 1. Moreover, h(z; s, t) and h(z′; s′, t′) are

independent if z 6= z′ or if (s, t) ∩ (s′, t′) = ∅. Then we can rewrite (3.6) as follows:

Zy,tx,s = py−xt−s E
y,t
x,s

ns,t∏
j=0

(
1 + h(γj ; sj , sj+1)

)
= py−xt−s + py−xt−s E

y,t
x,s

[ns,t+1∑
r=1

∑
0≤i1<...<ir≤ns,t,

z1,...,zr∈Zd

1γij=zj ,1≤j≤r

r∏
j=1

h(zj ; sij , sij+1)

]

= py−xt−s + E

[ns,t+1∑
r=1

∑
0≤i1<...<ir≤ns,t,

z1,...,zr∈Zd

qz1−xi1
. . . qy−zrn−ir

r∏
j=1

h(zj ; sij , sij+1)

]

= py−xt−s +
∞∑
n=0

n+1∑
r=1

∑
0≤i1<...<ir≤n,
z1,...,zr∈Zd

qz1−xi1
. . . qy−zrn−irE

[ r∏
j=1

h(zj ; sij , sij+1)1ns,t=n

]
. (3.8)

Where E should be understood as averaging with respect to the the Poisson point process on the

real line. Similarly, we have:

Zy,ts = 1 +

∞∑
n=0

n+1∑
r=1

∑
0≤i1<...<ir≤n,
z1,...,zr∈Zd

qz2−z1i2−i1 . . . q
y−zr
n−irE

[ r∏
j=1

h(zj ; sij , sij+1)1ns,t=n

]

and

Ztx,s = 1 +
∞∑
n=0

n+1∑
r=1

∑
0≤i1<...<ir≤n,
z1,...,zr∈Zd

qz1−xi1
. . . q

zr−zr−1

ir−ir−1
E

[ r∏
j=1

h(zj ; sij , sij+1)1ns,t=n

]
.

3.1.2. Proof of Proposition 3.3 and Corollary 3.4

Assume without loss of generality that s = 0 and that x is the zero vector in Rd. First notice that

(Zt0,0)t>0 is a martingale with respect to the filtration {Ft}t>0 := σ{W y
u : 0 ≤ u ≤ t, y ∈ Zd}. Since

〈Zt0,0〉 = 1, we have that
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〈
Zt0,0

∣∣Fs

〉
=

〈∑
y∈Zd

Zy,s0,0Z
t
y,S

∣∣Fs

〉
=

∑
y∈Zd

Zy,s0,0 〈Z
t
y,s〉 =

∑
y∈Zd

Zy,s0,0 = Zt0,0.

Following the approach in [Sin95], by the L2-bounded Martingale Convergence Theorem, to com-

plete the proof of Proposition 3.3 and Corollary 3.4, it suffices to show that

sup
t>0
〈(Zt0,0)2〉 <∞.

Observe that the series in (3.8) has an orthogonality structure, which we shall now exploit. Since

h(z; s, t) and h(z′; s′, t′) are independent if z 6= z′ or if (s, t) ∩ (s′, t′) = ∅, and since 〈h(z; s, t)〉 = 0,

we have with Jensen’s inequality and Fubini’s Theorem that 〈(Zt0,0)2〉 is bounded from above by

2 + 2

∞∑
r=1

∑
0≤i1<...<ir,
z1,...,zr∈Zd

(
qz1i1
)2
. . .
(
q
zr−zr−1

ir−ir−1

)2
E

[〈 r∏
j=1

h(zj ; sij , sij+1)2

〉]
. (3.9)

Since 〈h(z; s, t)2〉 = eβ
2(t−s)−1, and since sij+1−sij is an exponentially distributed random variable

with rate 1, we find

E

[〈 r∏
j=1

h(zj ; sij , sij+1)2

〉]
= E

[ r∏
j=1

(
eβ

2(sij+1−sij ) − 1
)]

= λr. (3.10)

where

λ :=
β2

1− β2
. (3.11)

Hence, the expression in (3.9) is finite provided that

∞∑
r=1

(αλ)r <∞,

which holds for λ < 1
α , or equivalently, for β2 < 1

/
(1 + α

)
. This completes the proof of Proposi-

tion 3.3 and Corollary 3.4.

3.2. Rate of Convergence
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Proposition 3.5

For β sufficiently small, there is θ ∈ (0,min{d2 − 1,− ln( αβ2

1−β2 )}) such that

lim
t→∞

(t− s)θ
〈(
Ztx,s − Z∞x,s

)2〉
= 0.

Before presenting the proof of Proposition 3.5, we introduce some additional notation and establish

two lemmas. For every n ∈ N0 and r ∈ {1, . . . n+ 1}, let

In,r := {i = (i1, . . . , ir) ∈ Nr0 : 0 ≤ i1 < . . . < ir ≤ n}.

For i ∈ In,r and z ∈ (Zd)r, define qr(i, z) := qz1i1 . . . q
zr−zr−1

ir−ir−1
and a sequence t of positive numbers,

let

Mn(t) :=

n+1∑
r=1

∑
i∈In,r,z

qr(i, z)2
r∏
j=1

(
eβ

2tij+1 − 1
)
,

which is monotone increasing in n. Set

M(t) := lim
n→∞

Mn(t) ∈ (0,+∞].

Lemma 3.6

Let τ = (τk)k∈N be a sequence of independent exponentially distributed random variables with rate 1.

Then,

lim
n→∞

nθE [M (τ)−Mn−1(τ)] = 0, θ ∈ (0, d2 − 1).

Proof. If τ1 is an exponentially distributed random variable with rate 1, we have for β < 1

E
[
eβ

2τ1 − 1
]

= λ,
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where λ = β2

1−β2 . Therefore,

E [M (τ)−Mn−1(τ)] (3.12)

≤
∑

r>ln(n)

∑
0≤i1<...<ir,
z1,...,zr∈Zd

qr(i, z)2
r∏
j=1

E
[
eβ

2τij+1 − 1
]

+
∑

1≤r≤ln(n)

∑
0≤i1<...<ir,ir≥n,

z1,...,zr∈Zd

qr(i, z)2
r∏
j=1

E
[
eβ

2τij+1 − 1
]

=
∑

r>ln(n)

λr
∑

0≤i1<...<ir,
z1,...,zr∈Zd

qr(i, z)2

+
∑

1≤r≤ln(n)

λr
∑

0≤i1<...ir,ir≥n,
z1,...,zr∈Zd

qr(i, z)2.

Notice that for r ≥ 1,

∑
j1,...,jr∈N,
c1,...,cr∈Zd

(
qc1j1

)2
. . .
(
qcrjr

)2
=

r∏
k=1

∑
j1,...,jr∈N

∑
ck∈Zd

(
qckjk

)2
= αr,

where α =
∑∞

n=1

∑
z∈Zd (qzn)2. Suppose λ is so small that αλ < 1. The term in the fourth line

of (3.12) can be written as

∑
r>ln(n)

λr(αr + αr−1) < 2
∑

r>ln(n)−1

(λα)r <
2

αλ(1− αλ)
nln(αλ),

and

lim
n→∞

nθ
2

αλ(1− αλ)
nln(αλ) = 0, θ ∈ (0,− ln(αλ)).

The term in the fifth line of (3.12) is less than

2
∑

1≤r≤ln(n)

λr
∑

j1,...,jr∈N,
j1+...+jr≥n

∑
c1,...,cr∈Zd

(
qc1j1

)2
. . .
(
qcrjr

)2
. (3.13)

For 1 ≤ r ≤ ln(n), c1, . . . , cr ∈ Zd and j1, . . . , jr ∈ N with j1 + . . . + jr ≥ n, there is l ∈ {1, . . . , r}
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such that jl ≥ n
ln(n) . Thus,

∑
j1,...,jr∈N,
j1+...+jr≥n

∑
c1,...,cr∈Zd

(
qc1j1

)2
. . .
(
qcrjr

)2
≤

r∑
l=1

∑
j1,...,jr∈N,
jl≥ n

ln(n)

r∏
k=1

( ∑
ck∈Zd

(
qckjk

)2
)

=rαr−1
∑

j≥ n
ln(n)

∑
c∈Zd

(
qcj
)2

.rαr−1
∑

j≥ n
ln(n)

1

j
d
2

.

As a result, the expression in (3.13) is less than a constant times

∞∑
r=1

r(αλ)r
∑

j≥ n
ln(n)

1

j
d
2

.
∞∑
r=1

r(αλ)r
(

n

ln(n)
− 1

)1− d
2

,

and

lim
n→∞

nθ
(

n

ln(n)
− 1

)1− d
2

= 0, θ ∈
(
0, d2 − 1

)
.

�

Lemma 3.7

Let T > t > 0. For P0,0-almost every realization of the continuous-time random walk η and for every

sequence t = (t1, t2, . . .) of positive numbers such that ti = si − si−1, 1 ≤ i ≤ nT + 1, we have

〈(
e−

β2

2
T eβA

T
0 − e−

β2

2
teβA

t
0

)2〉
≤ 3 (M (t)−Mnt−1 (t)) + 3

〈(
Rt
)2〉

,

where Rt is a random variable depending on η and (W x)x∈Zd that satisfies

lim
t→∞

tθE
〈(
Rt
)2〉

= 0, θ ∈
(
0, d2
)
. (3.14)
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Proof. Since t is P0,0-almost surely not a jump time for η, we have

e−
β2

2
T eβA

T
0 − e−

β2

2
teβA

t
0

=

nt∑
r=1

∑
0≤i1<...<ir≤nT , ir≥nt,

z1,...,zr∈Zd

qr(i, z)

r∏
j=1

h(zj ; sij , sij+1)

+

nT+1∑
r=nt+1

∑
0≤i1<...<ir≤nT ,
z1,...,zr∈Zd

qr(i, z)

r∏
j=1

h(zj ; sij , sij+1)−Rt,

where snT+1 = T and

Rt :=

nt+1∑
r=1

∑
0≤i1<...<ir=nt,
z1,...,zr∈Zd

qr(i, z)

r−1∏
j=1

h(zj ; sij , sij+1)h(zr; snt , t).

If we set ti = si − si−1 for 1 ≤ i ≤ nT + 1, we obtain for any positive (ti)i>nT+1 the estimate

〈(
e−

β2

2
T eβA

T
0 − e−

β2

2
teβA

t
0

)2〉
≤3

nt∑
r=1

∑
0≤i1<...<ir≤nT ,ir≥nt,

z1,...,zr∈Zd

qr(i, z)2
r∏
j=1

〈
h(zj ; sij , sij+1)2

〉

+ 3

nT+1∑
r=nt+1

∑
0≤i1<...<ir≤nT ,
z1,...,zr∈Zd

qr(i, z)2
r∏
j=1

〈
h(zj ; sij , sij+1)2

〉
+ 3

〈(
Rt
)2〉

≤3 (M (t)−Mnt−1 (t)) + 3
〈(
Rt
)2〉

.

The only point left to show is (3.14). The D-sequence associated with Rt is

Dϑ
n =

n+1∑
r=1

ϑr
∑

0≤i1<...<ir=n,
z1,...,zr∈Zd

qr(i, z)2, ϑ > 0.

For n ≥ 2,

Dϑ
n = ϑUn,1 +

n∑
r=2

ϑr(Un,r + Un,r−1) + ϑn+1Un,n ≤ 2

n∑
r=1

ϑrUn,r,
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where

Un,r :=



∑
0<i1<...<ir−1<n,

z1,...,zr∈Zd

(
qz1i1
)2
. . .
(
q
zr−zr−1

n−ir−1

)2
, 2 ≤ r ≤ n,

∑
z∈Zd

(qzn)2 , r = 1.

Let C > 0 such that qyn ≤ Cn−
d
2 for all n ∈ N and y ∈ Zd. Then,

Un,r ≤


Cr

∑
0<i1<...<ir−1<n

i
− d

2
1 . . . (n− ir−1)−

d
2 , 2 ≤ r ≤ n,

Cn−
d
2 , r = 1.

By Lemma 7.3, we have that there is a constant c > 0, depending only on the dimension d, such

that for any r ∈ N,

∑
0<i1<...<ir<n

i
− d

2
1 (i2 − i1)−

d
2 . . . (ir − ir−1)−

d
2 (n− ir)−

d
2 ≤ crn−

d
2 , n ≥ r + 1. (3.15)

Hence,

Un,r ≤ (Cc)rn−
d
2 , 1 ≤ r ≤ n.

As a result,

Dϑ
n ≤

2

n
d
2

∞∑
r=1

(ϑCc)r. (3.16)

For ϑ < (Cc)−1 and θ < d
2 , we obtain limn→∞ n

θDϑ
n = 0. Remark 4.5 yields (3.14) for β sufficiently

small. �

3.2.1. Proof of Proposition 3.5

Let T > t > 0 and let b ∈ (0, 1). With Jensen’s inequality and Lemma 3.7, we obtain

〈(
ZT − Zt

)2〉
≤E0,0

[〈(
e−

β2

2
T eβA

T
0 − e−

β2

2
teβA

t
0

)2〉(
1sbtbc<t

+ 1sbtbc≥t

)]
≤E

[
3
(
M (t)−Mbtbc−1 (t)

)]
+ E

[
3M (t) 1sbtbc≥t

]
+ 3E

〈(
Rt
)2〉

,
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where t is an i.i.d. sequence of exponentially distributed random variables with rate 1. As a

consequence of Lemma 3.6,

lim
t→∞

tθE
[
3
(
M(t)−Mbtbc−1(t)

)]
= 0, θ ∈

(
0, b
(
d
2 − 1

))
.

Furthermore, (3.14) gives

lim
t→∞

tθE
〈(
Rt
)2〉

= 0, θ ∈
(
0, d2
)
.

Finally, the Cauchy–Schwarz inequality implies

E
[
M(t)1sbtbc≥t

]
=
∞∑
r=1

∑
0≤i1<...<ir,
z1,...,zr∈Zd

qr(i, z)2E

[ r∏
j=1

(
eβ

2tij+1 − 1
)
1sbtbc≥t

]

≤P
(
sbtbc ≥ t

) 1
2
∞∑
r=1

ρr
∑

0≤i1<...<ir

∑
z1,...,zr∈Zd

qr(i, z)2,

where

ρ = E

[(
eβ

2t1 − 1
)2
] 1

2

< α−1

for β sufficiently small (recall that α was defined in (3.4)). We have

P
(
sbtbc ≥ t

)
= e−t

btbc−1∑
k=0

tk

k!
.

By Stirling’s formula,

tθe−t
btbc−1∑
k=0

tk

k!
≤ tθ+1e−tebt

bc−1tbt
bc−1√

2π(btbc − 1)(btbc − 1)btbc−1
. tθ+1− b

2 e−t
(

et

btbc − 1

)btbc−1

,

and the right side tends to 0 as t → ∞ for every θ > 0. Since b was arbitrarily chosen from (0, 1),

we obtain

lim
t→∞

tθ
〈(
Zt − Z∞0,0

)2〉
= 0, θ ∈ (0, d2 − 1).

This completes the proof of Proposition 3.5, and, with it, the proof Part (1) of Theorem 3.1.
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3.3. Uniform Almost Sure Convergence of the

Partition Functions

Proposition 3.8

There is a subset Ωlim ⊂ Ω with Q(Ωlim) = 1, such that for all (x, s) ∈ Zd × R and any ω ∈ Ωlim, we

have that Ztx,s(ω) converges to a limit Z∞x,s(ω) as t→∞.

In order to prove this proposition, we first need to establish some properties of the partition func-

tions.

3.3.1. Some Properties of the Partition Functions.

Lemma 3.9

Let x ∈ Zd, ω ∈ Ω, and 0 < s < t. Then,

Ztx,0(ω) =
∑
y∈Zd

Zy,sx,0(ω)Zty,s(ω)

Proof. For any y ∈ Zd and any sequence s := (sn)n∈N0 of jump times, let Γnsy be the collection

of all paths of length ns starting at y, and let Γ
y,nt−s
x be the collection of all paths of length nt−s

starting at x and ending at y. If γ is any path of length nt starting at x with γns = y, let γ′ ∈ Γnsy

and γ′′ ∈ Γ
y,nt−s
x be the unique paths which concatenate to γ. By a slight abuse of notation, let the

sample path for the continuous-time random walk described by γ and s be denoted by γ as well.

Note that

At0(γ, ω) = As0(γ′, ω) +Ats(γ′′, ω),

provided that s 6∈ s; i.e., that s is not a jump time. Then, using the fact that it is enough to average

over the sequences of jump times s not containing s (because the complement has measure zero),
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we have:

Ztx,0(ω) =e−
1
2β

2tE

 ∑
γ∈Γ

nt
x

1

(2d)nt
eβA

t
0(γ,ω)


=e−

1
2β

2se−
1
2β

2(t−s)E

 1

(2d)ns
1

(2d)nt−s

∑
y∈Zd

∑
γ′∈Γy,nsx

∑
γ′′∈Γ

nt−s
y

eβA
s
0(γ′,ω)eβA

t
s(γ
′′,ω)


=
∑
y∈Zd

e−
1
2β

2sE

 ∑
γ′∈Γy,nsx

eβA
s
0(γ′,ω)

(2d)ns

 e− 1
2β

2(t−s)E

 ∑
γ′′∈Γ

nt−s
y

eβA
t
s(γ
′′,ω)

(2d)nt−s


=
∑
y∈Zd

Zy,sx,0(ω)Zty,s(ω),

where E should be understood as averaging with respect to the Poisson point process on the real

line. �

Lemma 3.10〈
sups,t∈(−M,M),s<tE

y,t
x,s

[
eAts(η,ω)

]〉
is bounded by a constant that only depends on M and β.

Notice that this immediately implies
〈

sups,t∈(−M,M),s<t Z
y,t
x,s

〉
is bounded by a constant that only

depends on M and β.

Proof. For fixed ω ∈ Ω and s, t ∈ (−M,M) such that s < t, we can estimate

Ey,tx,s

[
eAts(η,ω)

]
<

1

p0
s+M

∫
1ηs=x,ηt=ye

βAts(η,ω) Px,−M (dη) (3.17)

≤

(
py−xt−s
p0
s+M

) 1
2 (∫

e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

,

where the integral is taken over possible realizations of η, and where the Cauchy–Schwarz inequal-

ity was used. For any s ∈ (−M,M), we have

p0
s+M ≥ e−(s+M) ≥ e−2M . (3.18)

Therefore,

Ey,tx,s

[
eAts(η,ω)

]
< eM

(∫
e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

.

Hence, to complete the proof of the lemma, we just need to show that there is a constant h(M)
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depending only on M and β, such that

(∫
e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

< h(M).

Let η be a continuous-time random-walk path starting from x at time −M , and observed on the

time interval [−M,M ], with jump sites γ′1, . . . , γ
′
n−M,M , and jump times s′1 < . . . < s′n−M,M . Assume

in addition that ηs = x and ηt = y. Set γ′0 := x, s′0 := −M , and s′n−M,M+1 := M . We use the

following relabelling of the jump times and jump sites: Let j∗ := min{j : s′j > s} and

sk := s′j∗+k−1, γk := γ′j∗+k−1, ∀k ∈ {1, . . . , ns,t}.

Also set γ0 := x, s0 := s, and sns,t+1 := t. Then

|Ats(η, ω)| ≤
ns,t∑
j=0

|ω(γj , sj+1)− ω(γj , sj)|

≤4 max
z∈{x,y}

sup
r∈[−M,M ]

|ω(z, r)|+
n−M,M∑
j=0

∣∣ω(γ′j , s
′
j+1)− ω(γ′j , s

′
j)
∣∣ .

Since the expression on the right does not depend on s or t, we obtain

〈
sup

s,t∈(−M,M),s<t

(∫
e2β|Ats(η,·)|Px,−M (dη)

) 1
2

〉

≤
〈(∫

exp

(
2β

(
4 max
z∈{x,y}

sup
r∈[−M,M ]

|ω(z, r)|

+

n−M,M∑
j=0

∣∣ω(γ′j , s
′
j+1)− ω(γ′j , s

′
j)
∣∣))Px,−M (dη)

) 1
2
〉
.

By Jensen’s inequality, Fubini, and Cauchy–Schwarz, the expression on the right is bounded from

above by

(∫ 〈
exp

(
16β max

z∈{x,y}
sup

r∈[−M,M ]
|ω(z, r)|

)〉 1
2

(3.19)

〈
exp

(
4β

n−M,M∑
j=0

∣∣ω(γ′j , s
′
j+1)− ω(γ′j , s

′
j)
∣∣)〉 1

2

Px,−M (dη)

) 1
2

.



TOC | chapter 3 | section 3 55

For a fixed realization η of the random walk and for 0 ≤ j ≤ n−M,M , we have

〈
exp

(
4β
∣∣ω(γ′j , s

′
j+1)− ω(γ′j , s

′
j)
∣∣)〉

=
2e8(s′j+1−s′j)β2√
2π(s′j+1 − s′j)

∫ ∞
0

exp

(
−

(x− 4(s′j+1 − s′j)β)2

2(s′j+1 − s′j)

)
dx ≤ 2e8(s′j+1−s′j)β2

.

Thus, 〈
exp

(
4β

n−M,M∑
j=0

∣∣ω(γ′j , s
′
j+1)− ω(γ′j , s

′
j)
∣∣)〉 ≤ 2n−M,M+1e16Mβ2

.

For z ∈ {x, y}, let ξz := supr∈[−M,M ]|ω(z, r)|, and

ξ+
z (1) := sup

r∈[0,M ]
ω(z, r), ξ+

z (2) := sup
r∈[0,M ]

(−ω(z, r)),

ξ−z (1) := sup
r∈[−M,0]

ω(z, r), ξ−z (2) := sup
r∈[−M,0]

(−ω(z, r)).

Then

max
z∈{x,y}

sup
r∈[−M,M ]

|ω(z, r)| ≤ ξx + ξy ≤
∑

z∈{x,y}

∑
i∈{1,2}

(ξ+
z (i) + ξ−z (i)).

It follows that

〈
exp

(
16β max

z∈{x,y}
sup

r∈[−M,M ]
|ω(z, r)|

)〉
≤
〈

exp

(
16β

∑
z∈{x,y}

∑
i∈{1,2}

(ξ+
z (i) + ξ−z (i))

)〉
=

∏
z∈{x,y}

〈
e16βξ+z (1)e16βξ+z (2)

〉〈
e16βξ−z (1)e16βξ−z (2)

〉
≤

∏
z∈{x,y}

∏
i∈{1,2}

〈
e32βξ+z (i)

〉 1
2
〈
e32βξ−z (i)

〉 1
2

=
〈
e32βξ+0 (1)

〉4
.

The random variable ξ+
0 (1) has the same distribution as absolute value of a Gaussian random

variable with mean 0 and variance M . Therefore,

〈
e32βξ+0 (1)

〉
≤ 2e512Mβ2

.
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We have thus shown the estimate

〈
exp

(
16β max

z∈{x,y}
sup

r∈[−M,M ]
|ω(z, r)|

)〉 1
2
〈

exp

(
4β

n−M,M∑
j=0

∣∣ω(γ′j , s
′
j+1)− ω(γ′j , s

′
j)
∣∣)〉 1

2

≤4e1032Mβ2
2
n−M,M+1

2 .

As a result, the expression in (3.19) is bounded from above by

(∫
4e1032Mβ2

2
n−M,M+1

2 Px,−M (dη)

) 1
2

=2e516Mβ2

( ∞∑
n=0

e−2M (2M)n

n!
2
n+1
2

) 1
2

=2 ·
√

2e516Mβ2
exp(2M(

√
2− 1)).

Hence, (∫
e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

< h(M), (3.20)

where h(M) = 2 ·
√

2e516Mβ2
exp(2M(

√
2− 1)).

�

3.3.2. Proof of Proposition 3.8

The subset Ωlim is defined as follows:

Ωlim :=
{
ω ∈ Ω : lim

t→∞
Ztx,s(ω) exists ∀(x, s) ∈ Zd × R

}
=
{
ω ∈ Ω : (Ztx,s)(t≥s) is Cauchy ∀(x, s)

}
=
{
ω ∈ Ω : ∀ε > 0, ∃M > s s.t. |ZTx,s(ω)− Ztx,s(ω)| < ε ∀(x, s)

}
=

{
ω ∈ Ω : ∀ε > 0, ∃M > s s.t. sup

T,t>M
|ZTx,s(ω)− Ztx,s(ω)| < ε ∀(x, s)

}
.

For x ∈ Zd, s ∈ R, ω ∈ Ω, let

fωx,s(M) := sup
T,t≥M

∣∣ZTx,s(ω)− Ztx,s(ω)
∣∣ .
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Note that fωx,s is non-increasing and non-negative. With this notation, we have

Ωlim =
{
ω ∈ Ω : ∀ε > 0, ∃M > s s.t. fωx,s(m) < ε ∀m ≥M, ∀(x, s)

}
=

{
ω ∈ Ω : lim

M→∞
fωx,s(M) = 0 ∀(x, s)

}

For every x ∈ Zd and m ∈ Z, consider the set

Ωlim
x,m :=

{
ω ∈ Ω : lim

M→∞
sup

s∈[m,m+1]
fωx,s(M) = 0

}
,

and notice that Ωlim equals the total intersection of all sets Ωlim
x,m. Thus, in order to prove this

theorem, it is sufficient to show that Q(Ωlim
x,m) = 1 for every x ∈ Zd and every m ∈ Z. From the

translation-invariance of Ztx,s(ω) it follows that Q(Ωlim
x,m) = Q(Ωlim

0,0). To prove that Q(Ωlim
0,0) = 1, we

show that Ω0,0 ⊂ Ωlim
0,0, where Ω0,0 is the Q-full measure set from Proposition 3.3.

Choose any ω ∈ Ω0,0. Since fω0,s is non-increasing and non-negative for any s ∈ R, the sequence(
sup fω0,s(M)

)
M∈Z, where the supremum is taken over s ∈ [0, 1], is a non-increasing sequence of

non-negative terms. This sequence therefore has a limit as M →∞ which is likewise non-negative.

Now, Fatou’s Lemma gives〈
lim
M→∞

sup
s∈[0,1]

fω0,s(M)

〉
≤ lim inf

M→∞

〈
sup
s∈[0,1]

fω0,s(M)

〉
,

so to prove that ω ∈ Ωlim
0,0, it is enough to show that the righthand side equals 0. Using Lemma 3.9
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and Lemma 2.14, we estimate the expected value on the righthand side as follows:〈
sup
s∈[0,1]

fω0,s(M)

〉
=

〈
sup
s∈[0,1]

sup
T,t≥M

|ZT0,s(ω)− Zt0,s(ω)|

〉

≤
∑
x∈Zd

〈
sup
s∈[0,1]

Zx,10,s

〉〈
sup
T,t≥M

|ZTx,1(ω)− Ztx,1(ω)|

〉

≤
∑
x∈Zd

〈
sup
s∈[0,1]

Zx,10,s

〉〈
sup

T,t≥M−1
|ZT0,0(ω)− Zt0,0(ω)|

〉

=
∑
x∈Zd

〈
sup
s∈[0,1]

e−
β2

2
(1−s)px1−sE

x,1
0,s [eβA1

s ]

〉〈
sup

T,t≥M−1
|ZT0,0(ω)− Zt0,0(ω)|

〉

=
∑
x∈Zd

〈
sup
s∈[0,1]

px1E
x,1
0,s [eβA1

s ]

〉〈
sup

T,t≥M−1
|ZT0,0(ω)− Zt0,0(ω)|

〉

=
∑
x∈Zd

C

‖x‖2

〈
sup
s∈[0,1]

Ex,10,s

[
eβA1

s
]〉〈

sup
T,t≥M−1

|ZT0,0(ω)− Zt0,0(ω)|

〉
.

Observe that this is a convergent series because, thanks to Lemma 3.10, the first expected value

factor is bounded by eh(1) and the second expected value factor is independent of x. At the

same time, only the second expected value factor depends on M , and we claim that it vanishes as

M →∞. Indeed, since ω ∈ Ω0,0, the limit of Zt0,0(ω) as t→∞ exists, so the sequence

(
sup

T,t≥M−1

∣∣ZT0,0(ω)− Zt0,0(ω)
∣∣)

M≥1

has a limit as M →∞. But this sequence is non-increasing, so by using the Monotone Convergence

Theorem,

lim
M→∞

〈
sup

T,t≥M−1
|ZT0,0(ω)− Zt0,0(ω)|

〉
= 0.

This completes the proof of Proposition 3.8.

3.4. Positivity of the Limiting Partition Functions

From the definition of the partition functions Zy,tx,s(ω), it is clear that the limiting partition function

Z∞x,s(ω) is nonnegative Q-almost surely. In this section, we show that in fact it is positive Q-almost

surely; namely, we prove the following proposition.
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Proposition 3.11

Let

Ω+ := {ω ∈ Ω : Z∞x,s(ω) > 0 ∀x ∈ Zd, ∀s ∈ R}.

Then, Q(Ω+) = 1, provided that β < 1√
1+α

.

The proof of this proposition relies on further properties of the limiting partition functions Z∞x,S and

Z∞y,S+1, which we establish in the next subsection.

3.4.1. Properties of the Limiting Partition Functions

Lemma 3.12

For every x ∈ Zd, s ∈ R and ω ∈ Ωlim

Z∞x,s(ω) =
∑
y∈Zd

Zy,rx,s(ω)Z∞y,r(ω). (3.21)

Proof. Let 0 < s < t. Then, by Lemma 3.9, for s < r < t,

Ztx,s(ω) =
∑
y∈Zd

Zy,rx,s(ω)Zty,r(ω)

For every ω ∈ Ωlim, the limit as t→∞ exists and

Z∞x,s(ω) = lim
t→∞

∑
y∈Zd

Zy,rx,s(ω)Zty,r(ω). (3.22)

Therefore, to complete the proof of the lemma is enough to show that the limit on the righthand

side of (3.22) converges to
∑

y∈Zd Z
y,r
x,s(ω)Z∞y,s(ω) in L1.
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〈∣∣ ∑
y∈Zd

Zy,rx,s(ω)Zty,r(ω)−
∑
y∈Zd

Zy,rx,s(ω)Z∞y,s(ω)
∣∣〉 ≤ 〈∑

y∈Zd
Zy,rx,s(ω)

∣∣Zty,r(ω)− Z∞y,r(ω)
∣∣〉

=
∑
y∈Zd

〈
Zy,rx,s(ω)

∣∣Zty,r(ω)− Z∞y,r(ω)
∣∣〉

=
∑
y∈Zd

〈
Zy,rx,s(ω)

〉 〈∣∣Zty,r(ω)− Z∞y,r(ω)
∣∣〉

=
∑
y∈Zd

〈
Zy,rx,s(ω)

〉 〈∣∣Zt0,r(ω)− Z∞0,r(ω)
∣∣〉

=
〈
Zrx,s(ω)

〉 〈∣∣Zt0,r(ω)− Z∞0,r(ω)
∣∣〉

=
〈∣∣Zt0,r(ω)− Z∞0,r(ω)

∣∣〉 ,
which converges to 0 as t→∞.

Notice that in the last line we used the fact that
〈
Zrx,s(ω)

〉
= 1. �

Lemma 3.13

Let x, y ∈ Zd and s ∈ R. Then, for every ω ∈ Ωlim, there is c > 0 such that

Z∞x,s(ω) ≥ cZ∞y,s+1(ω).

Proof. Let s ∈ R and x, y ∈ Zd. For any N ∈ N and ỹ ∈ Zd, let Γỹ,Nx denote the collection of all

paths in Zd of length N starting at x and ending at ỹ and let γ′ := (x, γ′1, . . . , γ
′
N−1, ỹ) ∈ Γỹ,Nx . Now,

we consider a sequence of jump times s = (sn)n∈N0 such that

s+ 1 /∈ {sn : n ∈ N0} and ns,s+1 = N.

Fix t > s + 1, then to simplify notation, we set N̂ := ns+1,t. For any ỹ ∈ Zd, let ΓN̂ỹ denote the

collection of all paths in Zd of length N̂ starting at ỹ and let γ′′ := (ỹ, γ′′1 , . . . , γ
′′
N̂

) ∈ ΓN̂ỹ . Consider

the concatenation of γ′ and γ′′, which is given by γ = (x, γ′1, . . . , γ
′
N−1, ỹ, γ

′′
1 , . . . , γ

′′
N̂

). By a slight

abuse of notation, let the sample path for the continuous-time random walk described by γ and s

be denoted by γ as well. Note that

Ats(γ, ω) = As+1
s (γ′, ω) +Ats+1(γ′′, ω),
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where the action Ats(γ, ω) was defined in (3.1). Therefore, for ω ∈ Ωlim, we have

Ztx,s(ω) ≥ e−
β2

2
(t−s)Ex,s

[
eβA

t
s(γ,ω)

1ns,s+1=N

]
=e−

β2

2 e−
β2

2
(t−s−1)Ex,s

∑
ỹ∈Zd

eβA
s+1
s (γ′,ω)eβA

t
s+1(γ′′,ω)

1ns,s+1=N


=
∑
ỹ∈Zd

e−
β2

2 E

 1

(2d)N

∑
γ′∈Γỹ,Nx

eβA
s+1
s (γ′,ω)

1ns,s+1=N

 e− 1
2
β2(t−s−1)E

 1

(2d)N̂

∑
γ′∈ΓN̂ỹ

eβA
T
s+1(γ′′,ω)


≥e−

β2

2 E

 1

(2d)N

∑
γ′∈Γy,Nx

eβA
s+1
s (γ′,ω)

1ns,s+1=N

 e− 1
2
β2(t−s−1)E

 1

(2d)N̂

∑
γ′∈ΓN̂y

eβA
t
s+1(γ′′,ω)


=e−

β2

2 E

 1

(2d)N

∑
γ′∈Γy,Nx

eβA
s+1
s (γ′,ω)

1ns,s+1=N

Zty,s+1(ω),

where E should be understood as averaging with respect to the Poisson point process on the real

line.

Notice that the term e−
β2

2 E
[

1
(2d)N

∑
γ′∈Γy,Nx

eβA
s+1
s (γ′,ω)

1ns,s+1=N

]
is positive because P(ns,s1 =

N) > 0. Since this term does not depend on t, the result follows by taking the limit as t→∞. �

3.4.2. Proof of Proposition 3.11

In order to prove this proposition, it is enough to restrict our attention to rational times; i.e., it is

enough to show that Q(Ω+
Q) = 1 where

Ω+
Q := {ω ∈ Ω : Z∞x,r(ω) > 0 ∀x ∈ Zd, ∀r ∈ Q}.

Indeed, given any ω ∈ Ω+
Q ∩ Ωlim, x ∈ Zd, and s ∈ R, we choose r ∈ Q such that r > s, and use

Lemma 3.12:

Z∞x,s(ω) =
∑
y∈Zd

Zy,rx,s(ω)Z∞y,r(ω) > 0.

This shows that ω ∈ Ω+. But since Q(Ω+
Q ∩ Ωlim) = 1, it follows that Q(Ω+) = 1.

In order to prove that Q(Ω+
Q) = 1, we show for every x ∈ Zd and s ∈ R there exists a subset Ω+

x,s of

Q−full measure such that for every ω ∈ Ω+
x,s the limiting partition function Z∞x,s(ω) is positive. For
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ω ∈ Ω, we define θ(ω) as the element of Ω for which

(θ(ω))x = ωx−e1 , x ∈ Zd,

where e1 = (1, 0, . . . , 0) ∈ Zd. In other words, θ is the spatial shift in the direction of e1. Notice that

θ preserves the measure Q on Ω. Let x ∈ Zd and S ∈ R, define the random variable

I(x) = inf{k ∈ Z : Z∞x,s+k(ω) = 0}.

We start by showing that I(x) is infinite with Q-probability 1. To obtain a contradiction, let us

assume that Q(I(x) ∈ Z) > 0. Then, there is k ∈ Z such that Q(I(x) = k) > 0. Since Q is invariant

under shifting the Wiener processes with respect to time and then subtracting the value of the

shifted processes at time 0, and since P is invariant under shifting the Poisson point process, the

discrete-time stochastic processes (Z∞x,s+i(ω))i∈Z and (Z∞x,s+j+i(ω))i∈Z have the same distribution

under Q for any j ∈ Z. As

{I(x) = l} =
{

inf{i ∈ Z : Z∞x,s+l−j+i(ω) = 0} = j
}
, j ∈ Z,

it follows that Q(I(x) = j) = Q(I(x) = l) > 0 for all j ∈ Z. This leads to a contradiction because

the events ({I(x) = j})j∈Z are disjoint. Next, we show that Q(I(x) = −∞) = 0. By virtue of

Lemma 3.13,

Q(I(x) = −∞) =Q

(⋂
k∈Z

⋃
j<k

{Z∞x,s+j(ω) = 0}
)

=Q

(⋂
k∈Z

⋂
y∈Zd
{Z∞y,s+k(ω) = 0}

)
= Q

( ⋂
y∈Zd
{I(y) = −∞}

)
.

Since
⋂
y∈Zd{I(y) = −∞} is invariant under the shift θ introduced earlier and by Lemma 7.5, θ is

mixing; so in particular, it is ergodic, we have

Q

( ⋂
y∈Zd
{I(y) = −∞}

)
∈ {0, 1}.

If the set {I(x) = −∞} had Q-measure 1, we would have in particular

Z∞x,S(ω) = 0, Q− a.s.
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This cannot happen because

〈Z∞x,S(ω)〉 = lim
T→∞

〈ZTx,S(ω)〉 = 1.

Hence, Q(I(x) = −∞) = 0. Together with Q(I(x) ∈ Z) = 0, this yields

Q(I(x) =∞) = 1,

so in particular Q(Z∞x,S(ω) > 0) = 1. This completes the proof of Proposition 3.11 and, with it, the

proof Part (2) of Theorem 3.1.
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Theorem 4.1

For β sufficiently small, the following holds: For any σ ∈ (0, 1) there exists θ = θ(σ) > 0 such that

for all x, y ∈ Zd and s < t with ‖x−y‖ < (t−s)σ, the partition function Zy,tx,s has the representation

Zy,tx,s = py−xt−s

(
Z∞x,sZ

y,t
−∞ + δy,tx,s

)
, (4.1)

where the error term δy,tx,s defined by the formula above satisfies

lim
(t−s)→∞

(t− s)θ sup
x,y∈Zd:‖x−y‖<(t−s)σ

〈|δy,tx,s|〉 = 0. (4.2)

Notice that the formula looks similar to the ones obtained by Sinai in [Sin95, Theorem 2], Kifer

in [Kif97, Theorem 6.1], and Vargas in [Var06, Theorems 2.3 and 2.9]. However, we show that

the error term is small not only within the diffusive regime ‖x − y‖ < O(t − s)
1
2 , but also for

‖x − y‖ < (t − s)σ with σ arbitrarily close to 1. This extension beyond the diffusive regime is

nontrivial because the error term in (4.1) is multiplied by the random-walk transition probability

py−xt−s , which is itself extremely small for ‖x− y‖ ≥ (t− s)
1
2 . We believe that the smallness condition

for β in Theorems 3.1 and 4.1 is technical and the result of Theorem 4.1 should hold for all β <

1√
1+α

.

The main idea behind the factorization formula, which goes back at least to [Sin95], is that there

is strong averaging for times neither too close to 0 nor too close to t.

For fixed i1, . . . , ir and z1, . . . , zr, the random walk is pinned to the points z1, . . . , zr at the corre-

sponding times si1 , . . . , sir . The proof of Proposition 3.3 suggests that the contribution to Zy,tx,0 from

r on the order of n is negligible. If r is not on the order of n, at least one of the gaps ij − ij−1 must

be in some sense large (as defined below). In Subsection 4.2.2, we show that the contribution to

Zy,tx,0 coming from two or more large gaps is negligible as well. Thus, the main contribution comes

from having exactly one large gap ij − ij−1, which is then on the order of n. In order for qzj−zj−1

ij−ij−1

to be positive, zj−1 must be close to x and zj must be close to y. The transition probability qzj−zj−1

ij−ij−1

is then close to qy−xn .

Notice that to prove Theorem 4.1, it is enough to show that for β sufficiently small there is θ > 0

such that

lim
t→∞

tθ sup
y∈Zd:‖y‖<tσ

〈|δy,t0,0|〉 = 0.
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This is because for a fixed realization ω of the disorder, δy,tx,s(ω) can be written as δy−x,t−s0,0 (ω̂), where

ω̂ is obtained from ω by making a shift in space and time. The distribution of the disorder is

invariant under such shifts.

Let Ir,n := {(i1, . . . , ir) : 0 ≤ i1 < · · · < ir ≤ n}. For i ∈ Ir,n and z ∈ (Zd)r, define

qyn(i, z) := qz1i1 q
z2−z1
i2−i1 . . . q

y−zr
n−ir .

Then, from the expansion for the partition function Zy,t0,0 from Subsection 3.1.1, we have:

Zy,t0,0 = pyt + E

[nt+1∑
r=1

∑
i∈Ir,n,z

qynt(i, z)

r∏
j=1

h(zj ; sij , sij+1)

]
.

The first step is to split the double sum into terms according to the size of the largest gap between

indices, as discussed in the next subsection.

1. Large and huge gaps To quantify what it means to have many gaps between indices, we fix

constants κ1, κ2 such that 1
2(3σ − 1) < κ1 < κ2 < 1. Let Nκ2 ∈ N be so large that 2(n − nκ2) > n

for all n ≥ Nκ2 . Then we define

k(n) :=


(n−Nκ2)κ1 − 1, (n−Nκ2)κ1 − 1 ≥ 1,

0, (n−Nκ2)κ1 − 1 < 1.

Note that the integer k(n) grows with n like nκ1 . We will say that any collection of indices 0 ≤ i1 <

. . . < ir ≤ n with r > k(n) gaps has many gaps.

To classify the size of a gap between indices, fix another constant ξ such that 0 < ξ < min
{

1 −

σ, κ2 − κ1}. Note that ξ + κ1 < 1. Let n ∈ N be such that k(n) ≥ 1, let r be such that 1 ≤ r ≤ k(n),

and consider a sequence of indices 0 = i0 ≤ i1 < . . . < ir ≤ ir+1 = n. We say that the gap between

two consecutive indices ij−1 and ij is

• large if ij − ij−1 ≥ nξ;

• huge if ij − ij−1 ≥ n− rnξ.

Observe that the size of the largest gap is necessarily greater than n/(r+ 1) ≥ n1−κ1 ≥ nξ, so there

is at least one large gap. A huge gap is necessarily large. If there is only one large gap, then all
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other gaps are of size less than nξ, so this large gap is necessarily huge. Thus, if there is no huge

gap, there are at least two large gaps. Since n must be greater than Nκ2 in order for k(n) ≥ 1 to

hold, we have that 2(n− rnξ) > 2(n− nκ1+ξ) > 2(n− nκ2) > n, so there can be at most one huge

gap. Note, however, that a huge gap is not necessarily the only large gap.

Let us introduce more notation. Fix any r ∈ N and n ∈ N0. For any m ∈ N such that 1 ≤ m ≤ r+ 1,

define the following set of r-tuples of indices:

I1(n, r,m) :=
{

(i1, . . . , ir) :
0 ≤ i1 < . . . < ir ≤ n

the gap between im−1 and im is huge

}
.

Also, for any m ∈ N such that 1 ≤ m ≤ r, define

I2(n, r,m) :=

{
(i1, . . . , ir) :

0 ≤ i1 < . . . < ir ≤ n
there is no huge gap

the first large gap occurs between im−1 and im

}
.

Then we decompose the expansion of Zy,t0,0 as follows:

Zy,t0,0 = pyt +
3∑
j=1

EBy,t
j ,

where,

By,t
1 :=

∑
k(nt)<r≤nt+1

∑
i∈Ir,n,z

qynt(i, z)
r∏
j=1

h(zj ; sij , sij+1),

By,t
2 :=

∑
1≤r≤k(nt)

∑
i∈I2(n,r,m),z

qynt(i, z)
r∏
j=1

h(zj ; sij , sij+1),

By,t
3 :=

∑
1≤r≤k(nt)

r+1∑
m=1

∑
i∈I1(n,r,m),z

qynt(i, z)
r∏
j=1

h(zj ; sij , sij+1).

With this decomposition in hand, Theorem 4.1 follows immediately from the following lemma.
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Lemma 4.2 (Central Lemma)

For β > 0 sufficiently small, the following are true:

(1) For every θ > 0,

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣EBy,t
1

∣∣〉 = 0. (4.3)

(2) There is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
〈|EBy,t

2 |〉 = 0. (4.4)

(3) There is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

〈∣∣∣∣1 +
1

pyt
EBy,t

3 − Z
∞
0,0Z

y,t
−∞

∣∣∣∣〉 = 0. (4.5)

4.1. Reduction to the Discrete Time

In this section, we formulate a key lemma (Lemma 4.3) that will allow us in many cases to deduce

convergence statements in the continuous-time setting from convergence results in discrete time.

Let (Rn)n∈N0 be any family of sets such thatRn ⊂ {1, . . . , n+1} for every n ∈ N0. Let (In,r)n∈N0,r∈Rn

be any collection of index sets such that

In,r ⊂ {i = (i1, . . . , ir) ∈ Nr0 : 0 ≤ i1 < . . . < ir ≤ n}

for every n ∈ N0 and r ∈ Rn. Consider any collection of nonnegative real numbers qyn,r(i, z) ≥ 0

indexed by all n ∈ N0, r ∈ Rn, y ∈ Zd, z ∈ (Zd)r, i ∈ In,r, which satisfy the following finiteness

condition: for every y ∈ Zd, n ∈ N0, r ∈ Rn, i ∈ In,r,

∑
z∈(Zd)r

qyn,r(i, z) ≤ 2. (4.6)

Notice that this condition implies

∑
z∈(Zd)r

qyn,r(i, z)2 ≤ 4, y ∈ Zd, n ∈ N0, r ∈ Rn, i ∈ In,r. (4.7)
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For every y ∈ Zd and all s, t ∈ R such that s < t, we define

T (y; s, t) :=
∑

r∈Rns,t

∑
i∈Ins,t,r
z∈(Zd)r

qyns,t,r(i, z)
r∏
j=1

h(zj ; sij , sij+1).

where ns,t is the number of jumps that occur within (s, t). The definition of T is inspired by the

partition function expansions in Subsection 3.1.1.

For any ϑ > 0, we define a sequence of functions (Dϑ
n)n∈N0 on the lattice Zd by

Dϑ
n(y) :=

∑
r∈Rn

ϑr
∑
i∈In,r
z∈(Zd)r

qyn,r(i, z)2, y ∈ Zd.

We call (Dϑ
n)n∈N0 the D-sequence associated with T . As a consequence of Condition (4.6), each

term Dϑ
n(y) is finite. Recall that nt is our shorthand for n0,t.

Lemma 4.3 (Key Lemma)

Fix any σ̃ ∈ (3
4 , 1) and ϑ > 0. For any β > 0 sufficiently small, the following statement holds: If there

is θ > 0 such that

lim
n→∞

nθ sup
‖y‖≤nσ̃

Dϑ
n(y) = 0,

then for every σ ∈ (0, σ̃),

lim
t→∞

t
θ
2 sup
‖y‖≤tσ

1

pyt
E
[
qynt 〈|T (y; 0, t)|〉

]
= 0.

Remark 4.4

We do not attempt to find the supremum of β > 0 for which the conclusions of Lemma 4.3 hold.

Remark 4.5

If Dϑ
n does not depend on y and if limn→∞ n

θDϑ
n = 0 for some θ, ϑ > 0, then we have for β

sufficiently small

lim
t→∞

tθE
〈

(T (0, t))2
〉

= 0.
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4.1.1. Some Preliminary Estimates

For any t > 0, l ∈ N0, and 1 ≤ r ≤ l + 1, we introduce the following notation:

A(t, l, r) := E

[r−2∏
j=1

(
eβ

2tj − 1
)
eβ

2(tr−1+tr)

∣∣∣∣nt = l

]
, (4.8)

where t0 should be interpreted as 0, and tl+1 as t− sl.

Lemma 4.6

If β > 0 satisfies β2 < 1, then for all t sufficiently large,

A(t, l, r) . (l + 1)2eβ
2tβ2r tr

(l + 1) . . . (l + r)
, l ∈ N0, 1 ≤ r ≤ l + 1. (4.9)

Proof. For all t > 0, l ∈ N0, and 1 ≤ r ≤ l + 1, define an r-dimensional simplex

∆(t, r) :=
{

(t1, . . . , tr) ∈ Rr+ : t1 + . . .+ tr < t
}
, (4.10)

and, for every (t1, . . . , tr) ∈ Rr+, a function

ρtl,r(t1, . . . , tr) :=
1

tr

r−1∏
j=0

(l − j)

1− 1

t

r∑
j=1

tj

l−r

. (4.11)

Then we can write A(t, l, r) as an integral over the simplex ∆(t, r):

A(t, l, r) =

∫
∆(t,r)

r−2∏
j=1

(
eβ

2tj − 1
)
eβ

2(tr−1+tr)ρtl,r(t1, . . . , tr) dt1 · · · dtr. (4.12)

Note that if l = 0, then r = 1 and so A(t, 0, 1) = eβ
2t which obviously satisfies the desired estimate,

so we assume that l 6= 0. Then for all t > 0, l ∈ N, 1 ≤ r ≤ l + 1, we define the following integral:

I(t, l, r) :=

∫
∆(t,l)

r−2∏
j=1

(
eβ

2tj − 1
)
eβ

2(tr−1+tr) dt1 · · · dtl,

where t0 := 0 and tl+1 := t− (t1 + · · ·+ tl). Then we have the following identity:

A(t, l, r) =
l!

tl
I(t, l, r). (4.13)
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We claim that if β2 < 1 and t ≥ max{β−2, 2}, then

I(t, l, r) ≤ eβ2tβ2(r−3) tl+r−2

(l + r − 2)!
, l ∈ N, 1 ≤ r ≤ l + 1. (4.14)

This estimate implies the estimate (4.9).

It remains to prove the estimate (4.14). Consider three separate cases: r = l + 1, r = l, and r < l.

Let us first establish it in the case r = l. For this, we use the easily verifiable identity

I(t, l + 1, l + 1) =

∫ t

0

(
eβ

2s − 1
)
I(t− s, l, l) ds, l ≥ 2, (4.15)

and argue by induction on l with bases cases l = 1, 2:

I(t, 1, 1) = eβ
2tβ−2 − β−2 ≤ eβ2tβ−4,

I(t, 2, 2) = β−2(eβ
2tt− β−2eβ

2t + β−2) ≤ β−2eβ
2tt ≤ β−2eβ

2t t
2

2
.

By the induction hypothesis, the righthand side of (4.15) is bounded by

eβ
2tβ2(l−3) 1

(2(l − 1))!

∫ t

0
(t− s)2(l−1)

(
1− e−β2s

)
ds

≤ eβ2tβ2(l−2) 1

(2(l − 1))!

∫ t

0
(t− s)2(l−1)s ds = eβ

2tβ2(l−2) t2l

(2l)!
,

which implies (4.14) for r = l. If r < l, then we write

I(t, l, r) =

∫
∆(t,l−r)

I
(
t−

l∑
j=r+1

tj , r, r

)
dtr+1 . . . dtl.

The righthand side is less than or equal to

β2(r−3)

(2(r − 1))!

∫
∆(t,l−r)

(
t−

l∑
j=r+1

tj

)2(r−1)

eβ
2(t−

∑l
j=r+1 tj) dtr+1 . . . dtl. (4.16)

If r = l − 1, the integral above, without the factor in front of it, reads

∫ t

0
(t− s)2(l−2) eβ

2(t−s) ds ≤ eβ2t t
2l−3

2l − 3
.
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Here, we used that for t > 0 and n, k ∈ N0,

∫ t

0
(t− s)k sn ds =

n!k!

(n+ k + 1)!
tn+k+1. (4.17)

If r < l − 1, we use the change of variables s =
∑l

j=r+1 tj , s1 = tr+2, s2 = tr+3, . . . , sl−r−1 = tl to

convert the integral in (4.16) into

∫ t

0

∫
∆(s,l−r−1)

(t− s)2(r−1) eβ
2(t−s) ds1 . . . dsl−r−1 ds (4.18)

=
1

(l − r − 1)!

∫ t

0
(t− s)2(r−1) eβ

2(t−s) sl−r−1 ds.

Using again the identity in (4.17), we see that the expression in the second line of (4.18) is less

than

eβ
2t tl+r−2∏l−r

j=1(2r + j − 2)
.

Similarly, one can show (4.14) in the case r = l + 1. �

Recall that for ν ∈ (1
2 , 1), and for all t > 0,

J(t) :=
{
n ∈ N : νt < n < (2− ν)t

}
. (4.19)

Lemma 4.7

Let ν1 ∈ (ν−1 − 1, 1), and let

ψ :=
β2

(1− ν1)((2− ν)(1− ν1)− β2)
. (4.20)

Then, if β is so small that ψ > 0, we have

A(t, l, r) . ψr, νt < l < (2− ν)t, 1 ≤ r < ν1l.

Proof. We use the setup from the proof of Lemma 4.6. For νt < l < (2 − ν)t and 1 ≤ r < ν1l, the

function ρtl,r from (4.11) can be bounded as follows

ρtl,r(t1, . . . , tr) ≤
(
l

t

)r r∏
j=1

e−
l−r
t
tj ≤ (2− ν)r

r∏
j=1

e−ν(1−ν1)tj .
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As a result, the integrand in (4.12) can be bounded by the following expression:

(2− ν)r
r−2∏
j=1

(
e(β2−ν(1−ν1))tj − e−ν(1−ν1)tj

)
e(β2−ν(1−ν1))tr−1e(β2−ν(1−ν1))tr

Then if we integrate in (4.12) over the larger domain Rr+, we can rewrite the integral as a product

of integrals over Rr+. Therefore, we can bound A(t, l, r) by the following expression:

(2− ν)r
(∫ ∞

0

(
e(β2−ν(1−ν1))s − e−ν(1−ν1)s

)
ds

)r−2(∫ ∞
0

e(β2−ν(1−ν1))s ds

)2

,

which is less than a constant times (2− ν)r
(

β2

(1−ν1)(2−ν)((2−ν)(1−ν1)−β2)

)r
= ψr. �

Fix δ ∈ (0, 1), κ ∈
(
e1− 1

δ , δ
)

, κ̂ ∈
(
e1− 1

ν , ν
)

, and ν0 ∈ (0, δ2). Let β > 0 be so small that

e1−β2
> max

{( e
κ

)δ
,
( e
κ̂

)ν}
, β2 < ν0α

−1, β2 < (2− ν)α−1.

Lemma 4.8

For t sufficiently large, the following estimates hold:

∑
0≤l≤ν0t

tl

l!

l+1∑
r=1

rαrA(t, l, r) . eβ
2t (t+ 1)5

√
2πκt

( e
κ

)δt
; (4.21)

∑
ν0t<l<νt

tl

l!

l+1∑
r=1

rαrA(t, l, r) . eβ
2t (t+ 1)5

√
2πκ̂t

( e
κ

)νt
; (4.22)

∑
l>(2−ν)t

tl

l!

l+1∑
r=1

rαrA(t, l, r) . eβ
2tt4

∑
l>(2−ν)t−2

tl

l!
. (4.23)

Remark 4.9

Notice that all the upper bounds in (4.21) - (4.23) converge to 0 as t→∞.

Proof. Fix δ ∈ (0, 1), κ ∈
(
e1− 1

δ , δ
)

, κ̂ ∈
(
e1− 1

ν , ν
)

, and ν0 ∈ (0, δ2). Let β > 0 be so small that

e1−β2
> max

{( e
κ

)δ
,
( e
κ̂

)ν}
, β2 < ν0α

−1, β2 < (2− ν)α−1.
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First, thanks to Lemma 4.6,

tl

l!

l+1∑
r=1

rαrA(t, l, r) . eβ
2t(l + 1)2

l+1∑
r=1

r(αβ2)r
tl

l!

tr

(l + 1) . . . (l + r)
. (4.24)

To prove (4.21), let t be so large that 2ν0t + 1 < bδtc. For 0 ≤ l ≤ ν0t and 1 ≤ r ≤ l + 1, we have

that l + r ≤ 2l + 1 ≤ 2ν0t+ 1 < δt < t. Thus,

tl+r

(l + r)!
≤ t2l+1

(2l + 1)!
.

Then, using the fact that αβ2 < ν0 < 1, we bound the righthand side of (4.24) by

eβ
2t(l + 1)2 t2l+1

(2l + 1)!

l+1∑
r=1

r ≤ eβ2t(l + 1)4 t2l+1

(2l + 1)!
.

Furthermore, using Stirling’s formula, we find

∑
0≤l≤ν0t

(l + 1)4 t2l+1

(2l + 1)!
≤
∑

0≤l≤δt
(l + 1)4 t

l

l!
≤ (t+ 1)5 t

bδtc

bδtc!
≤ (t+ 1)5

√
2πκt

( e
κ

)δt
.

Therefore, the lefthand side of (4.21) is less than a constant times eβ
2t times the righthand side of

the above estimate.

To prove (4.22), note that for l > ν0t and 1 ≤ r ≤ l + 1,

tr

(l + 1) . . . (l + r)
≤
(
t

l

)r
≤ ν−r0 . (4.25)

Thus, using the fact that αβ2 < ν0, the righthand side of (4.24) is bounded by

eβ
2t(l + 1)2 t

l

l!

l+1∑
r=1

r(αβ2ν−1
0 )r ≤ eβ2t(l + 1)4 t

l

l!
.

As a result, the lefthand side of (4.22) is bounded up to a constant by

eβ
2t

∑
ν0t<l<νt

(l + 1)4 t
l

l!
≤ eβ2tt5

tbνtc

bνtc!
. eβ

2tt5
tbνtc√

2π(νt)(νt)bνtc
eνt

. eβ
2t (t+ 1)5

2πκ̂t

( e
κ

)νt
.

Finally, to prove (4.23), note that for l > (2− ν)t and 1 ≤ r ≤ l+ 1, the inequality (7.3) holds with
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ν0 replaced by (2 − ν). As a result, thanks to (4.24) and the fact that αβ2 < (2 − ν), the lefthand

side of (4.23) is bounded by

eβ
2t

∑
l>(2−ν)t

(l + 1)2 t
l

l!

l+1∑
r=1

r
(
αβ2

2−ν

)r
. eβ

2tt4
∑

l>(2−ν)t−2

tl

l!
,

which is what we wanted to show. �

4.1.2. Proof of the Key Lemma (Lemma 4.3)

Let σ̃ ∈ (3
4 , 1) and ϑ, θ > 0 such that

lim
n→∞

nθ sup
‖y‖≤nσ̃

Dϑ
n(y) = 0.

Let σ ∈ (0, σ̃). By Jensen’s inequality,

(
t
θ
2 sup
‖y‖≤tσ

1

pyt
E
[
qynt 〈|T (y; 0, t)|〉

])2

≤ tθ sup
‖y‖≤tσ

1

pyt
E
[
qynt
〈
T (y; 0, t)2

〉]
.

Fix δ ∈ (0, 1), κ ∈
(
e1− 1

δ , δ
)

, κ̂ ∈
(
e1− 1

ν , ν
)

. Let ν0 ∈ (0, δ2) be so small that

e1−ν0 >
( e
κ

)δ
.

Then, choose β > 0 so small that

e1−ν0−β2
>
( e
κ

)δ
, e1−β2

>
( e
κ̂

)ν
, β2 < ν0ϑ. (4.26)

Fix ν ∈ (1
2 , 1) and let J(t) be as in (2.26). For t > 0 and ‖y‖ ≤ tσ, write tθ(pyt )

−1E
[
qynt
〈
T (y; 0, t)2

〉]
as ∑

0≤l≤ν0t
tθ
qyl
pyt
Yl(y, t) +

∑
l>ν0t,l /∈J(t)

tθ
qyl
pyt
Yl(y, t) +

∑
l∈J(t)

tθ
qyl
pyt
Yl(y, t),

where

Yl(y, t) = e−t
tl

l!
E
[〈
T (y; 0, t)2

〉 ∣∣nt = l
]
≤ e−t t

l

l!

∑
r∈Rl

∑
i∈Il,r,z

qyl,r(i, z)2A(t, l, r).
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For r ∈ Rl and i ∈ Il,r, we have from (4.7) the following estimate for l ≤ ν0t

∑
i∈Il,r,z

qyl,r(i, z)2 ≤ 4

(
l + 1

r

)
≤ 2l+3 ≤ 23eν0t. (4.27)

Using Lemma 2.10 and the estimate (4.21) from Lemma 4.8, this implies, for t sufficiently large

and ‖y‖ ≤ tσ:

∑
0≤l≤ν0t

tθ
qyl
pyt
Yl(y, t) . e

tσe(ν0−1)ttθ
∑

0≤l≤ν0t

tl

l!

∑
1≤r≤l+1

A(t, l, r)

. et
σ+(β2+ν0−1)ttθ

(t+ 1)5

√
2πκt

( e
κ

)δt
.

The righthand side does not depend on y and clearly tends to 0 as t→∞. Next, we observe that

∑
l>ν0t,l /∈J(t)

tθ
qyl
pyt
Yl(y, t) . e

tσe−ttθ
∑

l>ν0t,l /∈J(t)

tl

l!

∑
r∈Rl

∑
i∈Il,r,z

qyl,r(i, z)2A(t, l, r).

Using Lemma 4.6 and the fact that tr

(l+1)···(l+r) ≤ ν−r0 for l > ν0t, we have that for t ≥ 2, the right

side is less than a constant times

et
σ
e(β2−1)ttθ

∑
l>ν0t,l /∈J(t)

(l + 1)2 t
l

l!

∑
r∈Rl

β2r tr

(l + 1) . . . (l + r)

∑
i∈Il,r,z

qyl,r(i, z)2

≤etσe(β2−1)t
∑

l>ν0t,l /∈J(t)

(l + 1)2 t
l

l!
D
β2ν−1

0
l (y).

For ‖y‖ ≤ tσ and l > ν0t, we have ‖y‖ ≤ ν−σ0 lσ < lσ̃ for t large enough. Since β2ν−1
0 < ϑ,

D
β2ν−1

0
l (y) ≤ sup

‖z‖≤lσ̃
Dϑ
l (z) ≤ sup

n∈N
sup
‖z‖≤nσ̃

Dϑ
n(z)

for such l and y, so

lim
t→∞

sup
‖y‖≤tσ

∑
l>ν0t,l /∈J(t)

tθ
qyl
pyt
Yl(y, t) = 0

is implied by

lim
t→∞

et
σ
e(β2−1)ttθ

∑
l>ν0t,l /∈J(t)

(l + 1)2 t
l

l!
= 0,

which follows from the estimates (4.22) and (4.23) of Lemma 4.8.
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It remains to show that

lim
t→∞

tθ sup
‖y‖≤tσ

∑
l∈J(t)

qyl
pyt
Yl(y, t) = 0.

Fix ν1 ∈ (ν−1− 1, 1), and choose β > 0 so small that, in addition to the constraints in (4.26), it also

satisfies ϑ > max
{

((2− ν)ψ), β2
}

, where ψ was defined in (4.20). For l ∈ J(t), we set

Y 1
l (y, t) =e−t

tl

l!

∑
r∈Rl,r<ν1l

∑
i∈Il,r,z

qyl,r(i, z)2A(t, l, r),

Y 2
l (y, t) =e−t

tl

l!

∑
r∈Rl,r≥ν1l

∑
i∈Il,r,z

qyl,r(i, z)2A(t, l, r),

and note that Yl(y, t) ≤ Y 1
l (y, t) + Y 2

l (y, t). Let us first show that

lim
t→∞

tθ sup
‖y‖≤tσ

∑
l∈J(t)

qyl
pyt
Y 1
l (y, t) = 0.

Fix ε > 0 and choose L ∈ N so large that

lθ sup
‖z‖≤lσ̃

Dϑ
l (z) < ενθ, l ≥ L.

Let t be so large that νt > L and ν−σlσ < lσ̃ for all l > νt. Since (2 − ν)ψ < ϑ, we have for l > νt

and y ∈ Zd such that ‖y‖ ≤ tσ the estimate

tθD
(2−ν)ψ
l (y) ≤ ν−θlθ sup

‖z‖≤lσ̃
Dϑ
l (z) ≤ ε.

By Lemma 4.7,

tθ sup
‖y‖≤tσ

∑
l∈J(t)

qyl
pyt
Y 1
l (y, t) .tθ sup

‖y‖≤tσ
(pyt )

−1
∑
l∈J(t)

e−t
tl

l!
qyl D

(2−ν)ψ
l (y)

≤ε sup
‖y‖≤tσ

(pyt )
−1
∑
l∈J(t)

e−t
tl

l!
qyl ≤ ε.

To complete the proof, we show

lim
t→∞

tθ sup
‖y‖≤tσ

∑
l∈J(t)

qyl
pyt
Y 2
l (y, t) = 0.
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By Lemma 4.6, Lemma 2.10, and (4.23), for t ≥ 2,

tθ
∑
l∈J(t)

qyl
pyt
Y 2
l (y, t) . tθet

σ
e(β2−1)t

∑
l∈J(t)

(l + 1)2 td(1+ν1)le

d(1 + ν1)le!
Dβ2

l (y)

. tθet
σ
e(β2−1)tt2

∑
l>ν(1+ν1)t

tl

l!
Dβ2

l (y). (4.28)

To complete the proof of the Key Lemma, it is enough to show convergence to 0 of the term in

(4.28), which follows from the exponential tail estimate Lemma 7.4 by taking f(t) = dν(ν1 + 1)te,

ρ1 = ν(ν1 + 1), and ρ2 = ρ1 + ε, where ε is so small that eε−1 <
(ρ1
e

)ρ1ρε1. This completes the proof

of the Key Lemma (Lemma 4.3).

4.2. Small contributions: Proof of the Central

Lemma (Lemma 4.2), Parts 1 and 2

In this subsection, we show that the contributions of the terms EBy,t
1 and EBy,t

2 to Zy,t0,0 are neg-

ligible. In both cases, the strategy is to show convergence to 0 of the D−sequence associate with

By,t
j /qynt for j = 1, 2 and where qynt > 0, and apply the Key Lemma 4.3. Notice that By,t

j = 0 for

j = 1, 2 whenever qynt = 0. If qynt > 0, then for j = 1, 2 we get

(
1

pyt

〈∣∣EBy,t
j

∣∣〉)2

≤

(
1

pyt
E

[
qynt

〈∣∣∣∣∣B
y,t
j

qynt

∣∣∣∣∣
〉])2

≤ 1

pyt
E

qynt
〈∣∣∣∣∣B

y,t
j

qynt

∣∣∣∣∣
2〉 ,

where in the second step we applied Jensen’s inequality twice.

4.2.1. Many Gaps: Proof of Part 1

For all y ∈ Zd, any ϑ > 0, and for all n ∈ N so large that k(n) ≥ 1 the D-sequence associated

By,t
1 /qynt is given by

Dϑ
n(y) :=


0 if qyn = 0,

1

(qyn)2

∑
k(n)<r≤n+1

ϑr
∑

i∈Ir,n,z
qynt(i, z)2 if qyn > 0.
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Fix any σ̃ ∈ (σ, 1) such that 1
2(3σ − 1) > 2σ̃ − 1. We claim that for any θ > 0 and ϑ < α−1,

lim
n→∞

nθ sup
‖y‖≤nσ̃

Dϑ
n(y) = 0. (4.29)

Thanks to the Key Lemma 4.3, this will imply

lim
t→∞

tθ/2 sup
‖y‖≤tσ̃

1

pyt
E

qynt
〈∣∣∣∣∣By,t

1

qynt

∣∣∣∣∣
2〉 = 0,

and hence the limit (4.3).

To prove (4.29), we argue as follows. Let n ∈ N be so large that k(n) ≥ 1. First we note that we can

restrict our attention to those y ∈ Zd such that ‖y‖1 ≡ n, for otherwise qyn = 0, and thus Dϑ
n(y) = 0.

Since ϑα < 1, then using the definition (3.4) of α, we can estimate Dϑ
n(y) as follows:

Dϑ
n(y) .

1

(qyn)2

∑
k(n)<r≤n+1

(ϑα)r ≤ 1

(qyn)2

∑
r>k(n)

(ϑα)r ≤ 1

(qyn)2

(ϑα)k(n)

1− ϑα
.

To estimate (qyn)2 in the denominator, we fix σ̂ ∈ (σ̃, 1) such that 4σ̂ − 3 < 2σ̃ − 1. Then by

Lemma 2.3, there are constants c1, c2 > 0 (independent of σ̃, σ̂) and N ∈ N (depending on σ̃, σ̂)

such that for every n ≥ N and y ∈ Zd with ‖y‖ ≤ nσ̃, we have the following estimate:

qyn ≥ c1

(
d

2πn

)d/2
exp

(
− d

2n‖y‖
2
)

exp
(
−c2n

4σ̂−3
)

& n−d/2 exp
(
− d

2n
2σ̃−1 − c2n

4σ̂−3
)
≥ n−d/2 exp

(
− cn2σ̃−1

)
for some universal constant c > 0. We therefore obtain the estimate

Dϑ
n(y) . nd(ϑα)k(n) exp

(
2cn2σ̃−1

)
.

Notice that this estimate is independent of y. Since κ1 >
1
2(3σ−1) > 2σ̃−1, we have n2σ̃−1/k(n)→

0 as n→∞, and therefore, for all θ > 0, we obtain

nθ sup
‖y‖≤nσ̃

Dϑ
n(y) . nθnd(ϑα)k(n) exp

(
2cn2σ̃−1

)
−−−→
t→∞

0.
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4.2.2. No Huge Gaps: Proof of Part 2

For all y ∈ Zd, any ϑ > 0, and for all n ∈ N so large that k(n) ≥ 1 the D-sequence associated

By,t
2 /qynt is given by

Dϑ
n(y) :=


0 if qyn = 0,

1

(qyn)2

∑
1≤r≤k(n)

ϑr
r∑

m=1

∑
i∈I2(n,r,m),z

qynt(i, z)2 if qyn > 0.

Fix any σ̃ ∈ (σ, 1) such that 1− σ̃ > ξ. We claim that there are θ, ϑ > 0 such that

lim
n→∞

nθ sup
‖y‖≤nσ̃

Dϑ
n(y) = 0. (4.30)

Thanks to the Key Lemma 4.3, this will imply the limit (4.4).

To prove (4.30), consider the following double sum for any n ∈ N such that k(n) > 1, any y ∈ Zd

with ‖y‖ ≤ nσ̃ and with qyn > 0, and any r ∈ N with 1 ≤ r ≤ k(n):

Mn,r(y) :=

r∑
m=1

∑
i∈I2(n,r,m),
i1 6=0,ir 6=n,z

qynt(i, z)2

Notice that Mn,r(y) is almost exactly the expression appearing in the definition of Dϑ
n(y) but with

i1 6= 0, ir 6= 0; therefore,

Dϑ
n(y) .

1

(qyn)2

∑
1≤r≤k(n)

ϑrMn,r(y) (4.31)

Now we estimate Mn,r(y). Let n′ := n− (nl+1 + . . .+ nr) and z′ := y − (zl+1 + . . .+ zr). Since no

huge gaps implies there are at least two large gaps, we can write

Mn,r(y) ≤ (r + 1)
r∑
l=1

(
r

l

)
Mn,r,l(y), (4.32)
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where

Mn,r,l(y) :=
∑

n1+...+nr+1=n
z1+...+zr+1=y

n1,...,nl≥nξ
nr+1≥n1,...,nr

(
qz1n1

)2 · · · (qzr+1
nr+1

)2
=
∑

nl+1,...,nr<n
ξ

(
q
zl+1
nl+1

)2 · · · (qzrnr)2Mn′
n,r,l(z

′), (4.33)

Mn′
n,r,l(z

′) :=
∑

n1+...+nl+nr+1=n′

z1+...+zl+zr+1=z′

nr+1≥n1,...,nl≥nξ

(
qz1n1

)2 · · · (qzlnl)2(qzr+1
nr+1

)2
. (4.34)

In (4.33), the summation condition n1, . . . , nl ≥ nξ ensures that there is at least one large gap, and

the condition nr+1 ≥ n1, . . . , nr ensures that nr+1 is another large gap, thus guaranteeing that we

are summing over all collections of indices 0 ≤ i0 < . . . < rn ≤ n involving at least two large gaps.

We now search for a bound for each Mn′
n,r,l(z

′) when n is sufficiently large.

Claim 4.1

For all n sufficiently large, there are constants C,C ′ > 0 (independent of n) such that for each r, l, n′, z′

as above,

Mn′
n,r,l(z

′) . n−ξ/4(qyn)2C ln−ξl(2d−5)/4 exp
(
C ′(r − l)nσ̃+ξ−1

)
.

We use Claim 4.1 to estimate Mn,r,l(y) from (4.33) as follows:

Mn,r,l(y) . αr−ln−ξ/4(qyn)2C ln−ξl(2d−5)/4 exp
(
C ′(r − l)nσ̃+ξ−1

)
≤ n−ξ/4(qyn)2

(
Cn−ξ(2d−5)/4

)l(
α exp

(
C ′nσ̃+ξ−1

))r−l
.

Then we combine this with (4.32) to estimate Mn,r(y) as follows:

Mn,r(y) . n−ξ/4(qyn)2(r + 1)
r∑
l=1

(
r

l

)(
Cn−ξ(2d−5)/4

)l(
α exp

(
C ′nσ̃+ξ−1

))r−l
= n−ξ/4(qyn)2(r + 1)

(
Cn−ξ(2d−5)/4 + α exp

(
C ′nσ̃+ξ−1

))r
.

Finally, combining this estimate with (4.31), we obtain:

Dϑ
n(y) . n−ξ/4

∞∑
r=1

(r + 1)ϑr
(
Cn−ξ(2d−5)/4 + α exp

(
C ′nσ̃+ξ−1

))r
.

Since d ≥ 3 and since we chose σ̃ such that ξ < 1 − σ̃, then (4.30) is true as long as ϑ < α−1 and

θ < ξ/4. To complete the proof, it remains to prove Claim 4.1.
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Proof of Claim 4.1. By Lemma 2.5, there are constants ρ1, ρ2 > 0 such that for any n ∈ N, there is

a linear functional ϕ on Rd of norm ‖ϕ‖ ≤ ρ2‖y‖/n such that

qyne
ϕ(y) & n−d/2

∑
z∈Zd

qzne
ϕ(z), (4.35)

whenever ‖y‖ ≤ ρ1n and ‖y‖1 ≡ n. Fix n ∈ N so large that k(n) ≥ 1, as well as nσ̃ ≤ ρ1n

and ρ2n
σ̃−1 ≤ 1. Then, for any n1, . . . , nl, nr+1 ∈ N and any z1, . . . , zl, zr+1 ∈ Zd satisfying the

conditions in the sum in (4.34), the by Lemma 2.4, there is a constant c1 > 0 such that

qz1n1
· · · qzlnlq

zr+1
nr+1

= eϕ(−z′)
∏

j∈{1,...,l,r+1}

eϕ(zj)q
zj
nj (4.36)

≤ eϕ(−z′)
∏

j∈{1,...,l,r+1}

(
c1n
−d/2
j

∑
z∈Zd

qznje
ϕ(z)

)

= eϕ(−z′)
∑
z∈Zd

qzn′e
ϕ(z)

∏
j∈{1,...,l,r+1}

(
c1n
−d/2
j

)

= eϕ(−z′)Φ(0)n
′ ∏
j∈{1,...,l,r+1}

(
c1n
−d/2
j

)
,

where in the third line we used the fact that ϕ is a linear functional, and in the fourth line we

used (2.8). Since n′ < n and Φ(0) ≥ 1, it follows from (4.35) that Φ(0)n
′ ≤ Φ(0)n . nd/2qyneϕ(y).

As a result, we obtain

max
z1+...+zl+zr+1=z′

qz1n1
· · · qzlnlq

zr+1
nr+1

. nd/2qyne
ϕ(y−z′)

∏
j∈{1,...,l,r+1}

(
c1n
−d/2
j

)
.

Furthermore, the sum
∑
qz1n1
· · · qzlnlq

zr+1
nr+1 over all tuples (z1, . . . , zl, zr+1) such that z1+· · · zl+zr+1 =

z′ equals qz
′
n′ , and by Lemma 2.6,

qz
′
n′ ≤ qyn

(
1 +O(n−2/5)

)
exp

(
c

n

(
‖y‖ · ‖y − z′‖+ ‖y‖(n− n′) + ln(n)(n− n′)

))
,

for some universal constant c > 0. Therefore,

∑
z1+...+zl+zr+1=z′

(
qz1n1

)2 · · · (qzlnl)2(qzr+1
nr+1

)2
. nd/2qynq

z′
n′e

ϕ(y−z′)
∏

j∈{1,...,l,r+1}

(
c1n
−d/2
j

)

. nd/2(qyn)2P (n)
∏

j∈{1,...,l,r+1}

(
c1n
−d/2
j

)
,
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where P (n) := exp

(
c′

n

(
2‖y‖ · ‖y − z′‖+ ‖y‖(n− n′) + ln(n)(n− n′)

))
, for some constant c′ > 0.

By Lemma 7.2, there exists c > 0 such that

∑
n1+...+nl+1=n,
n1,...,nl+1≥M

l+1∏
j=1

n
− d

2
j ≤ cl

M l( d
2
−1)

n−
d
2 . (4.37)

Therefore, we obtain the following estimate on Mn′
n,r,l(z

′):

Mn′
n,r,l(z

′) . nd/2(qyn)2P (n)
∑

n1+...+nl+nr+1=n′

nr+1≥n1,...,nl≥nξ

∏
j∈{1,...,l,r+1}

(
c1n
−d/2
j

)

. (qyn)2C ln−ξl(d−2)/2
( n
n′

)d/2
P (n),

≤ n−ξ/4(qyn)2C ln−ξl(2d−5)/4
( n
n′

)d/2
P (n),

It remains to bound (n/n′)d/2P (n). We estimate the following expressions involved in (n/n′)d/2P (n)

like so:

( n
n′

)d/2
≤ exp

(
d

2
ln(n)

n− n′

n− 1

)
, n− n′ =

r∑
j=l+1

nj < (r − l)nξ,

‖y − z′‖ ≤
r∑

j=l+1

‖zj‖ ≤
r∑

j=l+1

nj < (r − l)nξ,

provided that qz1n1
. . . q

zr+1
nr+1 > 0. Then, using ‖y‖ ≤ nσ̃, we obtain:

( n
n′

)d/2
P (n) ≤ exp

(
C ′(r − l)nσ̃+ξ−1

)
for some constant C ′ > 0, which completes the proof of Claim 4.1. �

4.3. The Main contribution: Proof of the Central

Lemma (Lemma 4.2), Part 3

For i ∈ I1(n, r,m) and z ∈ (Zd)r, define

qyn,m̂(i, z) := qz1i1 . . .
̂

q
zm−zm−1

im−im−1
. . . qy−zrn−ir , (4.38)
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where the factor with the hat is absent; in other words, we remove the transition probability

corresponding to the huge gap.

Now decompose By,t
3 further, depending on the position of the huge gap 1) at the begining, 2) in

the middle, or 3) at the end, as follows:

By,t
3 = qynt

3∑
i=1

(
F y,ti + Ly,ti

)
,

where

F y,t1 :=
∑

1≤r≤k(nt)

∑
i∈I1(nt,r,1),z

qy
nt,1̂

r∏
j=1

h(zj ; sij , sij+1),

F y,t2 :=
∑

2≤r≤k(nt)

r∑
m=2

∑
i∈I1(nt,r,m),z

qynt,m̂

r∏
j=1

h(zj ; sij , sij+1),

F y,t3 :=
∑

1≤r≤k(nt)

∑
i∈I1(nt,r,r+1),z

qy
nt,r̂+1

r∏
j=1

h(zj ; sij , sij+1);

and the error terms are given by

Ly,t1 :=
∑

1≤r≤k(nt)

∑
i∈I1(nt,r,1),z

qz1i1 − q
y
nt

qynt
qy
nt,1̂

r∏
j=1

h(zj ; sij , sij+1),

Ly,t2 :=
∑

2≤r≤k(nt)

r∑
m=2

∑
i∈I1(nt,r,m),z

q
zm−zm−1

im−im−1
− qynt

qynt
qynt,m̂

r∏
j=1

h(zj ; sij , sij+1),

Ly,t3 :=
∑

1≤r≤k(nt)

∑
i∈I1(nt,r,r+1),z

qy−zrnt−ir − q
y
nt

qynt
qy
nt,r̂+1

r∏
j=1

h(zj ; sij , sij+1),

whenever qynt > 0, and 0 if qynt = 0. Central Lemma part (3) now immediately follows from the

following lemma.

Lemma 4.10

For sufficiently small β > 0, there is a θ > 0 such that

(a) lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣∣E[qynt 3∑
i=1

Ly,ti

]∣∣∣∣〉 = 0; (4.39)

(b) lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣∣pyt + E

[
qynt

3∑
i=1

F y,ti

]
− pytZ∞0,0Z

y,t
−∞

∣∣∣∣〉 = 0. (4.40)
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4.3.1. Contribution from the Error Terms: Proof of Lemma 4.10 (a)

We first show that the contribution from each error term is negligible. By Key Lemma 4.3, it is

enough to show that for β small enough there are θ, ϑ > 0 and σ̃ ∈ (σ, 1) such that for i ∈ {1, 2, 3},

lim
n→∞

nθ sup
‖y‖≤nσ̃

Dϑ
n(i, y) = 0. (4.41)

Here, Dϑ(i) is the D-sequence associated with Li. We will only show convergence of the D-

sequence for i = 1 and i = 2, because the convergence for i = 1 entails convergence for i = 3

by symmetry. The D-sequence associated with Li is:

Dϑ
n(i, y) :=


0 if qyn = 0,∑

1≤r≤k(n)

ϑrai(r)
∑

n∈Ξir,z

(
qz1n1

)2
. . .
(
qzrnr
)2 (qy−z1−...−zrn−n1−...−nr − q

y
n)2

(qyn)2
if qyn > 0.

where a1(r) := 1, a2(r) := r + 1, and

Ξ1
r :=

{
(n1, . . . , nr) ∈ Nr :

n1 ≥ 0, n2, . . . , nr > 0
n1 + · · ·+ nr < rnξ

}
,

Ξ2
r :=

{
(n1, . . . , nr) ∈ Nr :

n1, nr ≥ 0, n2, . . . , nr−1 > 0
n1 + · · ·+ nr < rnξ

}
.

The convergence in (4.41) relies on qy−z1−...−zrn−n1−...−nr being close to qyn in the following sense. Fix

σ̃ ∈ (σ, 1) so close to σ that σ̃ < 1 − ξ; and let n ∈ N be so large that k(n) ≥ 1 and nσ̃ ≤ ρn,

where ρ is the constant from Lemma 2.6. Let y ∈ Zd such that ‖y‖ ≤ nσ̃ and qyn > 0. In addition,

let 1 ≤ r ≤ k(n), n1 ≥ 0, n2, . . . , nr ≥ 1 with n1 + . . . + nr < rnξ. Without loss of generality, let

z1, . . . , zr ∈ Zd such that qz1n1
, . . . , qzrnr > 0 as otherwise the contribution to Dϑ

n(i, y) is zero.

Claim 4.2
(
qy−z1−...−zrn−n1−...−nr − q

y
n

qyn

)2

≤
(

1 +O(n−
2
5 )
)
ec3ρn

σ̃+ξ−1 − 1.

Using this claim we can bound sup‖y‖≤nσ̃ D
ϑ
n(i, y) as follows:

sup
‖y‖≤nσ̃

Dϑ
n(i, y) .

∞∑
r=1

ϑr(r + 1)
∑

(n1,...,nr)∈Nr,z

(
qz1n1

)2
. . .
(
qzrnr
)2 ((

1 +O(n−
2
5 )
)
ec3ρn

σ̃+ξ−1 − 1
)

.
∞∑
r=0

(ϑα)r (r + 1)
((

1 +O(n−
2
5 )
)
ec3ρn

σ̃+ξ−1 − 1
)
.
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Therefore, for i = 1, 2 and ϑ < α−1, sup‖y‖≤nσ̃ D
ϑ
n(i, y) converges to 0 as n → ∞ faster than n−θ,

with θ ∈ (0, 1− σ̃ − ξ). This implies (4.41).

To complete the proof of Lemma (4.10), it only remains to prove Claim 4.2.

Proof of Claim 4.2. Let z′ := z1 + · · ·+ zr and n′ := n1 + · · ·+nr. Observe that qy−z
′

n−n′ > 0. Indeed,

notice first of all n− n′ ≥ n− k(n)nξ since n′ < rnξ. Moreover,

‖y − z′‖ ≤ nσ̃ +

r∑
j=1

‖zj‖ ≤ nσ̃ +

r∑
j=1

nj ≤ nσ̃ + k(n)nξ.

Finally, n − n′ and ‖y − z′‖1 have the same parity because otherwise, if n − n′ and ‖y − z′‖1 had

distinct parity, then, since n ≡ |y|1, at least one of the probabilities qz1n1
, . . . , qzrnr must be zero in this

case, which violates our previously made assumption.

Now, we derive a bound on |qy−z
′

n−n′ − q
y
n|/qyn. If qy−z

′

n−n′ ≥ q
y
n, then Lemma 2.6 gives

|qy−z
′

n−n′ − q
y
n|

qyn
≤
(

1 +O(n−
2
5 )
)

exp

(
c

(
2nσ̃−1ρnξ +

ln(n)

n
ρnξ
))
− 1 (4.42)

≤
(

1 +O(n−
2
5 )
)

exp
(
c1ρn

σ̃+ξ−1
)
− 1

for some constant c1 > 0. Otherwise, if qyn > qy−z
′

n−n′ , then we argue as follows. For sufficiently large

n, we have n− n′ ≥ n− k(n)nξ ≥ n/2. Hence, ‖y − z′‖ ≤ nσ̃ + k(n)nξ ≤ ρ
2n ≤ ρ(n− n′) for large

n. Therefore, again by Lemma 2.6,

|qy−z
′

n−n′ − q
y
n|

qyn
≤ qyn

qy−z
′

n−n′
− 1 (4.43)

≤
(

1 +O(n−
2
5 )
)

exp

(
c

((
2nσ̃−1 + 2ρnξ−1

)
2ρnξ + 2

ln(n)

n
ρnξ
))
− 1 (4.44)

≤
(

1 +O(n−
2
5 )
)

exp
(
c2ρn

σ̃+ξ−1
)
− 1.

Using the general fact that (a− 1)2 ≤ a2 − 1 for any a ≥ 1, in either case (4.42) or (4.43), we have

the following bound:

(
qy−z

′

n−n′ − q
y
n

qyn

)2

≤
(

1 +O(n−
2
5 )
)
ec3ρn

σ̃+ξ−1 − 1,

where c3 > 0 is a constant. �
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4.3.2. Main Contribution: Proof of Lemma 4.10, Part (b)

In order to deal with the Fi’s (i.e., Lemma 4.10, Part (b)), the strategy is to first define suitable

truncations of the partition functions. Fix ξ1, ξ2, ξ3 satisfying 0 < ξ1 < ξ2 < ξ3 < ξ, and notice that

since ξ + σ < 1, we have ξ1 + σ < 1. For n ∈ N0, set

v(n) :=
⌈n

2

⌉ξ2
, w(n) :=

⌈n
2

⌉ξ3
.

To avoid heavy notation, we write

n := nt, n− := ntξ1 , n• := ntξ1 ,t−tξ1 , n+ := nt−tξ1 ,t,

and introduce the following set of symbols:

⊕ := {−, •,+}.

Now we define

T t0,0 := 1 +
∑

1≤r≤v(n−)+1

∑
i∈Ir,n,

ir≤w(n−),
z

qy
n,r̂+1

(i, z)

r∏
j=1

h(zj ; sij , sij+1),

T y,t0 := 1 +
∑

1≤r≤v(n+)+1

∑
i∈Ir,n,

n−w(n+)≤i1, ir≤n,
z

qy
n,1̂

(i, z)
r∏
j=1

h(zj ; sij , sij+1).

Notice that E[T t0,0] and E[T y,t0 ] are truncations of the partition functions Zt0,0 and Zy,t0 respectively.

The proof of part (b) of Lemma 4.10 boils down to proving the following lemma.

Lemma 4.11

For sufficiently small β > 0, there is a θ > 0 such that

(a) lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣∣pyt + E

[
qynt

3∑
i=1

F y,ti

]
−E

[
qyntT

y,t
0 T t0,0

]∣∣∣∣〉 = 0; (4.45)

(b) lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [qyntT y,t0 T t0,0

]
− pytZ∞0,0Z

y,t
−∞

∣∣∣〉 = 0. (4.46)

We dedicate the whole of next section to proving this lemma.
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4.4. Proof of Lemma 4.11

4.4.1. Preliminaries

Recall that for any t > 0, l ∈ N0, and 1 ≤ r ≤ l + 1, we introduced the following notation in

Subsection 4.1.1:

A(t, l, r) := E

[r−2∏
j=1

(
eβ

2tj − 1
)
eβ

2(tr−1+tr)

∣∣∣∣nt = l

]
, (4.47)

where t0 should be interpreted as 0, and tl+1 as t − sl. Recall that for ν ∈ (1
2 , 1), and for all t > 0,

and we also defined the set

J(t) :=
{
n ∈ N : νt < n < (2− ν)t

}
. (4.48)

To avoid heavy notation, introduce the following shorthands:

Pi(m) =P(ni = m), i ∈ ⊕,

Pi,j(m, l) =P(ni = m,nj = l), i, j ∈ ⊕, i 6= j,

P(m, l, k) =P(n− = m,n• = l, n+ = k),

P(i,j)(m) =P(ni + nj = m), i, j ∈ ⊕, i 6= j,

P−,(•,+)(m, l) =P(n− = m,n• + n+ = l),

P•,(−,+)(m, l, k) =P(n• = m,n− + n+ = l),

as well as the analogous definitions for Ei[·|m], Ei,j [·|m, l], etc.

Next, we make the following preliminary simplifications, which will be applied several times

troughout the proof of Lemmas 4.13 and 4.11. For any t ∈ R, and each s ∈ ⊕, let Ss(t) be

any nonempty subset of N and ls ∈ Ss(t). Let l := l− + l• + l+ and let

R ⊆ {1, . . . , l}.

For r ∈ R, let

Mr ⊆ {1, . . . , r}

and for m ∈Mr, let

Hr,m ⊆ I1(l, r,m).
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Let

f :=
∑
r∈R

∑
m∈Mr

∑
i∈Hr,m,z

qyn,m̂(i, z)2
r∏
j=1

h(zj ; sij , sij+1). (4.49)

Notice that, for example, each F y,ti has exactly this form. Then,

E
[
qyn
〈
f2
〉
1ls∈Ss(t),s∈⊕

]
=
∑
ls∈Ss
s∈⊕

qyl−+l•+l+
P(l−, l•, l+)E

[〈
f2
〉 ∣∣∣∣l−, l•, l+] , (4.50)

where

E

[〈
f2
〉 ∣∣∣∣l−, l•, l+] =

∑
r∈R

∑
m∈Mr

∑
i∈Hr,m,z

qyl−+l•+l+,m̂
(i, z)2E

[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣l−, l•, l+] (4.51)

For l−, l•, l+ ∈ N0, r ∈ Ri, m ∈M i
r, and i ∈ Iir,m, let

r− = |{1 ≤ j ≤ r : ij < l−}| ,

r• = |{1 ≤ j ≤ r : l− ≤ ij < l− + l•}| ,

r+ =r − r− − r•,

and observe that

E

[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣l−, l•, l+] ≤ A(tξ1 , l−, r− + 1)A(t− 2tξ1 , l•, r• + 1)A(tξ1 , l+, r+ + 1). (4.52)

In the proof of Lemma 4.11, we will need the following technical results whose proofs are relegated

to the Appendix, Section 7.1. Let χ ∈ (0, 1
2(1−σ)) and ν ∈ (1

2 , 1). For t > 0 and y ∈ Zd, let χ1(t) be

the smallest even integer ≥ t(1− t−χ), and let χ2(t) be the largest odd integer ≤ t(1 + t−χ). Let

K(t) = {l ∈ N : χ1(t) ≤ l ≤ χ2(t)}, t > 0.
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Lemma 4.12 (Building Blocks)
Let ν ∈ (1

2 , 1) and ν1 ∈ (ν−1 − 1, 1). Then, for any θ, c > 0 we have:

(A0) lim sup
t→∞

e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l) <∞;

(A1) lim sup
t→∞

e−β
2tξ1sup
‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l)
∑

0≤r≤l

(r + 1)αrA(t− 2tξ1 , l, r + 1)<∞;

(A2) lim sup
t→∞

∑
l∈J(tξ1 )

P−(l)
∑

0≤r<ν1l−1

(r + 1)αrA(tξ1 , l, r + 1) <∞;

(A3) lim
t→∞

tθeβ
2tξ1

∑
l∈J(tξ1 )

P−(l)
∑

ν1l−1≤r≤l

(r + 1)αrA(tξ1 , l, r + 1) = 0;

(A4) lim
t→∞

tθeβ
2tξ1

∑
l/∈J(tξ1 )

ect
σ−1lP−(l)

∑
0≤r≤l

(r + 1)αrA(tξ1 , l, r + 1) = 0;

(A5) lim
t→∞

tθet
σ ∑
l/∈J(t−2tξ1 )

P•(l)
∑

0≤r≤l

(r + 1)αrA(t− 2tξ1 , l, r + 1) = 0;

(A6) lim
t→∞

∑
l/∈J(tξ1 )

P−(l)
∑

0≤r≤l

(r + 1)αrA(tξ1 , l, r + 1) = 0;

(A7) lim sup
t→∞

∑
l∈J(tξ1 )

P−(l)
∑

0≤r<l

(r + 1)αrA(tξ1 , l, r + 1) <∞;

(A8) lim
t→∞

tθet
σ ∑
l/∈K(t−2tξ1 )

P•(l) = 0, θ > 0.

4.4.2. Proof of Lemma 4.11: Part (a)

To prove part (a), we further split it into the following three limits.

Lemma 4.13

For sufficiently small β > 0, there is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [qynt (F y,t2 − (T t0,0 − 1)(T y,t0 − 1)
)]∣∣∣〉 =0, (4.53)

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [qynt (F y,t1 − (T y,t0 − 1)
)]∣∣∣〉 =0, (4.54)

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [qynt (F y,t3 − (T t0,0 − 1)
)]∣∣∣〉 =0, (4.55)
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4.4.2.1. Proof of Lemma 4.13, Part 1: Convergence of One Huge Gap in the

Middle

In this subsection, we prove the convergence statement in (4.53). Let

fy,t2 := F y,t2 − (T t0,0 − 1)(T y,t0 − 1).

Claim 4.3

It is enough to show that for β sufficiently small there is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [qynfy,t2 1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 )

]∣∣∣〉 =0, (4.56)

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [qynfy,t2

(
1− 1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 )

)]∣∣∣〉 =0. (4.57)

Proof of Claim 4.3, Part 1. We first show (4.56). By symmetry considerations, it suffices to show

that for small β there is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E

[
qyn

〈(
fy,t2

)2
〉
1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 ),n−≤n+

]
= 0. (4.58)

We have

(T t0,0 − 1)(T y,t0 − 1) (4.59)

=
∑

1≤r≤v(n−)+1

∑
1≤s≤v(n+)+1

∑
0≤i1<...<ir≤w(n−),

z1,...,zr∈Zd

∑
n−w(n+)≤l1<...<ls≤n,

c1,...,cs∈Zd

qz1i1 . . . q
zr−zr−1

ir−ir−1
qc2−c1l2−l1 . . . q

y−cs
n−ls

r∏
j=1

h(zj ; sij , sij+1)

s∏
k=1

h(ck; slk , slk+1).

Define the set

V n,n−,n+
r,m :=

{
i = (i1, . . . , ir) ∈ I1(n, r,m) :

0 ≤ i1 < . . . < im−1 ≤ w(n−)
n− w(n+) ≤ im < . . . < ir ≤ n

}
.

and its complement in I1(n, r,m)

Wn,n−,n+
r,m := {i = (i1, . . . , ir) ∈ I1(n, r,m) : im − im−1 < n− w(n−)− w(n+)} .
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If n, n−, n+ are clear from the context, we will simply write Vr,m,Wr,m.

Suppose now that n− ≤ n+, so that v(n−) ≤ v(n+), and recall the notation qyr,m̂(i, z) from (4.38),

which is

qyn,m̂(i, z) := qz1i1 . . .
̂

q
zm−zm−1

im−im−1
. . . qy−zrn−ir ,

for i ∈ I1(n, r,m) and z ∈ (Zd)r. Making the change of summation indices r := r+s and m := r+1

in (4.59), the expression in (4.59) can be written as

(T t0,0 − 1)(T y,t0 − 1) =
∑

2≤r≤v(n−)+2

r∑
m=2

∑
i∈Vr,m,z

qyn,m̂(i, z)
r∏
j=1

h(zj ; sij , sij+1) (4.60)

+
∑

v(n−)+2<r≤v(n+)+2

∑
2≤m≤v(n−)+2

∑
i∈Vr,m,z

qyn,m̂(i, z)
r∏
j=1

h(zj ; sij , sij+1)

+
∑

v(n+)+2<r,
r≤v(n−)+v(n+)+2

∑
r−v(n+)≤m,
m≤v(n−)+2

∑
i∈Vr,m,z

qyn,m̂(i, z)

r∏
j=1

h(zj ; sij , sij+1).

Conditional on n−, n+ ∈ J(tξ1), n• ∈ J(t − 2tξ1), and n− ≤ n+, and provided that t is sufficiently

large, (4.60) allows us to rewrite fy,t2 as fy,t2;1 + fy,t2;2 + fy,t2;3, where

fy,t2;1 :=
∑
r∈R1

∑
m∈M1

r

∑
i∈Wr,m,z

qyn,m̂(i, z)
r∏
j=1

h(zj ; sij , sij+1),

fy,t2;2 :=
∑
r∈R2

 r∑
m=2

∑
i∈I1(nt,r,m),z

−
∑

2≤m≤v(n−)+2

∑
i∈Vr,m,z

 qyn,m̂(i, z)
r∏
j=1

h(zj ; sij , sij+1),

fy,t2;3 :=
∑
r∈R3

∑
m∈M3

r

∑
i∈I1(n,r,m),z

qyn,m̂(i, z)
r∏
j=1

h(zj ; sij , sij+1),

where R1 := {2, . . . , v(n−) + 2}, R2 := {v(n−) + 3, . . . , v(n−) + v(n+) + 2}, and R3 := {v(n−) +

v(n+) + 3, . . . , k(n)}; and M1
r := {2, . . . , r} and M3

r := {2, . . . , r}.

In order to prove (4.58), it is then enough to show existence of θ > 0, for β small, such that for

i = 1, 2, 3,

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E

[
qyn

〈(
fy,t2;i

)2
〉
1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 ),n−≤n+

]
= 0. (4.61)

Let i = 1, 2, 3. Conditioning on the number of jumps in [0, tξ1), [tξ1 , t− tξ1), and [t− tξ1 , t), equation
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(4.50) allows us to write

E

[
qyn

〈(
fy,t2;i

)2
〉
1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 ),n−≤n+

]
=

∑
ls∈Ss(t)
l−≤l+

qyl−+l•+l+
P(l−, l•, l+)E

[〈(
fy,t2;i

)2
〉 ∣∣∣∣l−, l•, l+]′

where S−(t) = S+(t) = J(tξ1) and S•(t) = J(t− 2tξ1).

In order to show (4.61) for i = 1, 2, we will show that the term E[〈(fy,t2;i )
2〉|l−, l•, l+] can be bounded

buy a function that goes to 0 as t→∞ at least polynomially fast; then the limit in (4.61) is yielded

by the fact that ∑
ls∈Ss(t)
l−≤l+

qyl−+l•+l+
P(l−, l•, l+) ≤ pyt . (4.62)

Notice that E[〈(fy,t2;i )
2〉|l−, l•, l+] with i = 1, 3, can be expanded using (4.51) like so:

∑
r∈R

∑
m∈M i

r

∑
i∈Hi

r,m,z

qyl−+l•+l+,m̂
(i, z)2E

[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣l−, l•, l+], (4.63)

where H1
r,m = Wr,m and H3

r,m = I1(n, r,m). Notice furthermore that E[〈(fy,t2;2)2〉|l−, l•, l+] is

bounded by (4.63) with i = 2 and M2
r = {2, . . . , r} and H2

r,m = I1(n, r,m).

Recall that σ is the coefficient associated with the family of sets J(t), t > 0, and fix ν1 ∈ (ν−1−1, 1).

For i = 1, 2, for t sufficiently large, and for l− ≤ l+ in J(tξ1), l• ∈ J(t− 2tξ1), we have

r + 1 ≤ v(l−) + v(l+) + 3 =
⌈ l−

2

⌉ξ2
+
⌈ l+

2

⌉ξ2
+ 3 < ν1l−, r ∈ Ri,

so in particular rs + 1 < ν1ls for s ∈ ⊕. Therefore, since r = r− + r• + r+, by Lemma 4.7,

A(tξ1 , l−, r− + 1)A(t− 2tξ1 , l•, r• + 1)A(tξ1 , l+, r+ + 1) . ψr−+r•+r+ = ψr. (4.64)

Now, we take up cases i = 1, 2, 3 separately.
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CASE i = 1. Using the bound in (4.64) and taking Hr,m = Wr,m, the term in (4.51) is less than a

constant times

∑
r∈R1

∑
m∈M1

r

∑
j=(j1,...,jr)∈Nr,

jm−jm−1<n−w(l−)−w(l+)

∑
z

(
qz1j1

)2
. . .
(
qzrjr

)2
ψr

.
∑
r∈R1

r
∑

j1,...,jr−1∈N,
j1+...+jr−1>

1
3

(w(l−)+w(l+))

∑
z

(
qz1j1

)2
. . .
(
qzrjr

)2
ψr

.
∞∑
r=1

r2(αψ)r
∑

j>
w(l−)+w(l+)

3(v(l−)+2)

1

j
d
2

.

(
w(l−) + w(l+)

v(l−)

)1− d
2

.

For the last estimate we assumed that β is so small that αψ < 1. Since

w(l−) + w(l+)

v(l−)
& lξ3−ξ2− & tξ1(ξ3−ξ2),

it follows that

sup
‖y‖≤tσ

1

pyt
E

[
qyn

〈(
fy,t2;1

)2
〉
1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 ),n−≤n+

]
. tξ1(ξ3−ξ2)(1− d

2
).

This implies (4.61) for i = 1 and θ < ξ1(ξ3 − ξ2)(d2 − 1).

CASE i = 2. Again, using (4.64), we bound (4.63) by

∑
r∈R2

r
∑

j=(j1,...,jr)∈Nr

∑
z

(
qz1j1

)2
. . .
(
qzrjr

)2
ψr .

∑
r> 1

3
v(l−)

r(αψ)r

.(αψ)
1
3
v(l−) 1

3
v(l−) . (αψ)Ct

ξ1ξ2
,

for some constant C > 0. In this estimate we assumed αψ < 1 and used that l− ∈ J(tξ1). From this

estimate we deduce (4.61) for i = 2 and for any θ > 0.

CASE i = 3. For t sufficiently large, l− ≤ l+ in J(tξ1), l• ∈ J(t− 2tξ1), we have

r• + 1 ≤ k(l− + l• + l+) < ν1l•, r ∈ R3.
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However, it is not true in general that r− + 1 < ν1l− and r+ + 1 < ν1l+. Thus, Lemma 4.7 only

gives

E

[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣l−, l•, l+] . ψr•A(tξ1 , l−, r− + 1)A(tξ1 , l+, r+ + 1).

Consequently, for i = 3, the expression in (4.63) is less than a constant times

∑
r−,r•,r+∈N0,
r−+r•+r+∈R3

(r− + r• + r+)(αψ)r−+r•+r+ (4.65)

+
∑

r−≤l−, r+≤l+, r•∈N0,
r−≥ν1l− or r+≥ν1l+

(r− + r• + r+)(αψ)r•αr−+r+A(tξ1 , l−, r− + 1)A(tξ1 , l+, r+ + 1). (4.66)

Notice that the expression in (4.65) converges to 0 as t → ∞ faster than any polynomial by the

same argument as in the case i = 2. So the limit statement for this term is also yielded by (4.62).

Therefore, it remains only to consider the expression in (4.66); that is, we need to show that for

any θ > 0,

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

∑
l−,l+∈J(tξ1 ),

l−≤l+

∑
l•∈J(t−2tξ1 )

qyl−+l•+l+
P(l−, l•, l+) · (4.67)

·
∑

r−≤l−, r+≤l+, r•∈N0,
r−≥ν1l− or r+≥ν1l+

(r− + r• + r+)(αψ)r•αr−+r+A(tξ1 , l−, r− + 1)A(tξ1 , l+, r+ + 1) = 0.

Recall from Chapter 2 that for y ∈ Zd and n ∈ N0, we define

ι(y, n) =


n, ‖y‖1 ≡ n,

n+ 1, ‖y‖1 6≡ n
.

By Lemma 2.7, for t sufficiently large, y ∈ Zd such that ‖y‖ ≤ tσ, l−, l+ ∈ J(tξ1), and l• ∈ J(t−2tξ1),

qyl−+l•+l+
. qyι(y,l•).

Also, note that in (4.67) at least one of the conditions r− ≥ ν1l− or r+ ≥ ν1l+ must be satisfied.

Without loss of generality, assume r− ≥ ν1l− (the other case is argued similarly). Therefore, since
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r− + r• + r+ ≤ (r− + 1)(r• + 1)(r+ + 1), we can bound the expression in (4.67) from above by

sup
‖y‖≤tσ

1

pyt
e−β

2tξ1
∑

l•∈J(t−2tξ1 )

qyι(y,l•)P(l•) · (4.68)

∑
r•∈N0

(r• + 1)(αψ)r• · (4.69)

eβ
2tξ1

∑
l−∈J(tξ1 )

∑
ν1l−≤r−≤l−

(r− + 1)αr−P(l−, l)A(tξ1 , l−, r− + 1) · (4.70)

∑
l+∈J(tξ1 )

∑
0≤r+≤l+

(r+ + 1)αr+P(l+, l)A(tξ1 , l+, r+ + 1) (4.71)

Here, note that we multiplied and divided by eβ
2tξ1 , so that the term in (4.68) is finite in the limit

by (A0) in Lemma 4.12; the term in (4.69) is bounded provided that αψ < 1. Finally, the term

in (4.70) goes to 0 as t → ∞ by (A3) in Lemma 4.12 and the term in (4.71) goes to 0 as t → ∞

by (A7) in Lemma 4.12. �

Proof of Claim 4.3, Part 2. With regard to the convergence statement in (4.57), we first note that

by the triangle inequality it is enough to show that for β sufficiently small and for any θ > 0,

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈
E
[
qyn

∣∣∣F y,t2

∣∣∣ (1− 1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 )

)]〉
= 0, (4.72)

and

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
(4.73)〈

E
[
qyn

∣∣∣(T t0,0 − 1)(T y,t0 − 1)
∣∣∣ (1− 1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 )

)]〉
= 0.

We first show (4.72), which will follow from

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E

[
qyn

〈(
F y,t2

)2
〉(

1− 1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 )

)]
= 0 (4.74)

for any θ > 0. From (4.50), for given families of sets S−(t), S•(t), S+(t) ⊂ N0, we have

E

[
qyn

〈(
F y,t2

)2
〉
1ns∈Ss(t),s∈⊕

]
=

∑
ls∈Ss(t),s∈⊕

qyl−+l•+l+
P(l−, l•, l+)E

[〈(
F y,t2

)2
〉 ∣∣∣∣l−, l•, l+] .
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Also, (4.51) and (4.52), imply that for l−, l•, l+ ∈ N0,

E

[〈(
F y,t2

)2
〉 ∣∣∣∣l−, l•, l+]

.
∑

0≤rs≤ls,s∈⊕
(r− + r• + r+)αr−+r•+r+A(tξ1 , l−, r− + 1)A(t− 2tξ1 , l•, r• + 1)A(tξ1 , l+, r+ + 1)

.
∑

0≤r•≤l•

(r• + 1)αr•A(t− 2tξ1 , l•, r• + 1)
∏

s∈{−,+}

∑
0≤rs≤ls

(rs + 1)αrsA(tξ1 , ls, rs + 1).

By Lemma 2.10, for t sufficiently large 1/pyt . e
tσ for ‖y‖ ≤ tσ. Therefore,

sup
‖y‖≤tσ

1

pyt
E

[
qyn

〈(
F y,t2

)2
〉
1ns∈Ss(t),s∈⊕

]
. et

σ
∑

l∈S•(t)

P•(l)
∑

0≤r≤l
(r + 1)αrA(t− 2tξ1 , l, r + 1)

∏
s∈{−,+}

∑
ls∈Ss(t)

Ps(ls)
∑

0≤rs≤ls

(rs + 1)αrsA(tξ1 , ls, rs + 1).

In order to complete the proof of (4.72), we will consider two main cases: (1) S•(t) is the comple-

ment of J(t− 2tξ1) and (2) S•(t) is J(t− 2tξ1).

CASE 1. If S•(t) is the complement of J(t− 2tξ1), then (A5) in Lemma 4.12 yields

lim
t→∞

tθet
σ
∑

l∈S•(t)

P•(l)
∑

0≤r≤l
(r + 1)αrA(t− 2tξ1 , l, r + 1) = 0, θ > 0.

Then either of two possibilities occur:

If either S− or S+ is the complement of J(tξ1), then (A6) in Lemma 4.12 implies

lim
t→∞

∑
l /∈J(tξ1 )

P−(l)
∑

0≤r≤l
(r + 1)αrA(tξ1 , l, r + 1) = 0.

If either S− or S+ is of J(tξ1), (A7) implies

lim
t→∞

∑
l∈J(tξ1 )

P−(l)
∑

0≤r≤l
(r + 1)αrA(tξ1 , l, r + 1) <∞.

Therefore,

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E

[
qyn

〈(
F y,t2

)2
〉
1n• /∈J(t−2tξ1 )

]
= 0, θ > 0.
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CASE 2. If S• = J(t− 2tξ1), then by Lemma 2.8, for ‖y‖ ≤ tσ, l• ∈ S•(t), and l−, l+ ∈ N0, we have

qyl−+l•+l+
.

∏
s∈{−,+}

exp
(
Ctσ−1ls

)
qyι(y,l•). (4.75)

Therefore,

sup
‖y‖≤tσ

1

pyt

∑
ls∈Ss(t),s∈{−,+}

∑
l•∈J(t−2tξ1 )

qyl−+l•+l+
P(l−, l•, l+)

∑
0≤r≤l•

(r + 1)αrA(t− 2tξ1 , l•, r + 1)
∏

s∈{−,+}

∑
0≤rs≤ls

(rs + 1)αrsA(tξ1 , ls, rs + 1)

.e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l)

∑
0≤r≤l

(r + 1)αrA(t− 2tξ1 , l, r + 1) (4.76)

eβ
2tξ1

∏
s∈{−,+}

∑
ls∈Ss(t)

exp
(
Ctσ−1ls

)
Ps(ls)

∑
0≤rs≤ls

(rs + 1)αrsA(tξ1 , ls, rs + 1). (4.77)

Notice that the limit as t → ∞ of the term in (4.76) if finite by (A1) in Lemma 4.12. To deal

with the term in (4.77), first note that at least one of S− or S+ must be the complement of J(tξ1);

without loss of generality, assume it is S−(t), in which case S+(t) is allowed to be J(tξ1) or its

complement. Then, (A4) in Lemma 4.12 implies that the factor in (4.77) corresponding to s = −

satisfies

lim
t→∞

tθeβ
2tξ1

∑
l /∈J(tξ1 )

ect
σ−1lP−(l)

∑
0≤r≤l

(r + 1)αrA(tξ1 , l, r + 1) = 0.

If S+(t) is the complement of J(tξ1), then the factor in (4.77) corresponding to s = + also satisfies

the above. However, if S+(t) = J(tξ1), then exp(Ctσ−1l+) ≤ exp(C ′tσ−1+ξ1) which remain bounded

because σ − 1 + ξ1 < 0. Finally, (A7) implies

lim sup
t→∞

∑
l∈J(tξ1 )

P−(l)
∑

0≤r<l
(r + 1)αrA(tξ1 , l, r + 1) <∞.

Therefore, we also have

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E

[
qyn

〈(
F y,t2

)2
〉
1n•∈J(t−2tξ1 )

(
1− 1n−,n+∈J(tξ1 )

)]
= 0, θ > 0.

This completes the proof of (4.72).

For the convergence statement in (4.73), we only need to note that by the Cauchy–Schwarz in-
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equality, Fubini Theorem, and symmetry,

〈
E
[
qyn

∣∣∣(T t0,0 − 1)(T y,t0 − 1)
∣∣∣ (1− 1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 )

)]〉
≤E

[
qyn

〈(
T t0,0 − 1

)2〉(
1− 1n−,n+∈J(tξ1 ),n•∈J(t−2tξ1 )

)]
.

The rest of the proof can be carried out in full analogy to the proof of (4.74). �

4.4.2.2. Proof of Lemma 4.13 Parts 2 and 3: Convergence for one huge gap

at the start or the end

We only show the convergence statement in (4.55) as the proof of (4.54) is analogous. We write

F y,t3 − T t0,0 + 1 = f t3;1 + f t3;2

where for i = 1, 2,

f t3;i :=
∑
r∈Ri

∑
i∈Hi

r,n,z

qr(i, z)
r∏
j=1

h(zj ; sij , sij+1) (4.78)

where qr(i, z) := qy
n,r̂+1

= qz1i1 . . . q
zr−zr−1

ir−ir−1
, and

R1 := {1, . . . , v(n−) + 1}, R2 := {v(n−) + 1, . . . k(n)},

H1
r,n :=

{
i = (i1, . . . , ir) : 0 ≤ i1 < . . . < ir ≤ rnξ

ir > w(n−)

}
, and H2

r,n := I1(n, r, r + 1).

By Jensen’s inequality, it is enough to prove the following claim.

Claim 4.4

For β > 0 sufficiently small, there is θ > 0 such that for i ∈ {1, 2},

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E
[
qyn

〈(
f t3;i

)2〉
1n−∈J(tξ1 ), n•+n+∈J(t−tξ1 )

]
=0, (4.79)

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E
[
qyn

〈(
f t3;i

)2〉(
1− 1n−∈J(tξ1 ),n•+n+∈J(t−tξ1 )

)]
=0. (4.80)
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Let i ∈ {1, 2}. Conditioning on the number of jumps in [0, tξ1) and [tξ1 , t), we write

E
[
qyn

〈(
f t3;i

)2〉
1n−∈J(tξ1 ),n•+n+∈J(t−tξ1 )

]
=

∑
l−∈J(tξ1 )

∑
l⊕∈J(t−tξ1 )

qyl−+l⊕
P−,(•,+)(l−, l⊕) E−,(•,+)

[〈(
f t3;i

)2〉 ∣∣l−, l⊕] . (4.81)

For l−, l⊕ ∈ N0,

E−,(•,+)
[〈(

f t3;i

)2〉 ∣∣l−, l⊕] =
∑
r∈Ri

∑
i∈Iir,z

qr(i, z)2E−,(•,+)

[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣l−, l⊕], (4.82)

and for r ∈ Ri, and i ∈ H i
r,n, let

r− = |{1 ≤ j ≤ r : ij < l−}| , r⊕ = r − r−.

Observe that

E−,(•,+)

[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣l−, l⊕] ≤ A(tξ1 , l−, r− + 1)A(t− tξ1 , l⊕, r⊕ + 1), (4.83)

where A was defined in (4.47).

Proof of Claim 4.4, Part 1. We will consider the cases i = 1 and i = 2 separately.

CASE i = 1. In order to show (4.79) for i = 1, we will show that the term E[〈(f t3;i)
2〉|l−, l⊕] can

be bounded but a function that goes to 0 as t→∞ at least polynomially fast; then the fact that

∑
ls∈Ss(t)
l−≤l+

qyl−+l•+l+
P(l−, l•, l+) ≤ pyt (4.84)

yields the limit in (4.79).

For t sufficiently large, l− ∈ J(tξ1), l⊕ ∈ J(t− tξ1), we have for any r ∈ R1

r + 1 ≤ v(l−) + 2 < ν1l−,
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so in particular rs + 1 < ν1ls for s ∈ {−,⊕}. By Lemma 4.7, the expression on the right side

of (4.83) is less than a constant times

ψr−+r⊕ = ψr.

As a result, for i = 1, the expression in (4.82) is less than a constant times

∑
r∈R1

∑
i∈H1

r,m,z

ψrqr(i, z)2 .
∑

1≤r≤v(n−)+1

ψr
∑

j1,...,jr∈N,
j1+...+jr>w(l−)

∑
c1,...,cr∈Zd

(
qc1j1

)2
. . .
(
qcrjr

)2

.
∑

1≤r≤v(n−)+1

ψr
r∑
l=1

∑
j1,...,jr∈N,
jl≥ 1

2

w(l−)

v(l−)

r∑
k=1

( ∑
ck∈Zd

(
qckjk

)2
)

.
∑

1≤r≤∞
r(αψ)r

∑
j> 1

2

w(l−)

v(l−)

1

jd/2

.

(
w(l−)

v(l−)

)1− d
2

.

Since
w(l−)

v(l−)
& lξ3−ξ2− & tξ1(ξ3−ξ2),

this implies (4.79) for i = 1 and θ < ξ1(ξ3 − ξ2)(d2 − 1).

CASE i = 2. For l− ∈ J(tξ1) and l⊕ ∈ J(t− tξ1),

r + 1 ≤ k(l− + l⊕) + 1 < ν1l⊕, r ∈ R2,

as long as t is sufficiently large. Then,

E−,(•,+)

[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣l−, l⊕] . ψr⊕A(tξ1 , l−, r− + 1).

Consequently, for i = 2, the expression in (4.82) is less than a constant times

∑
0≤r−≤l−,r⊕≥0,
v(l−)+1<r−+r⊕

(αψ)r⊕A(tξ1 , l−, r− + 1)αr− .
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If r− + 1 < ν1l−, we have as before A(tξ1 , l−, r− + 1) . (ψ)r− , so the term in (4.82) is less than a

constant times

∑
r>(v(l−)+1)/2

(αψ)r . (αψ)(v(l−)+1)/2

For l− ∈ J(tξ1), we have that v(l−) & lξ2− & tξ1ξ2 . Therefore, for αψ < 1, the estimate in (4.84)

yields

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

∑
l−∈J(tξ1 )

l⊕∈J(t−tξ1 )

qyl−+l⊕
P−,(•,+)(l−, l⊕)

∑
0≤r−<ν1l−
r−+r⊕∈R2

(αψ)r−+r⊕ = 0.

To complete the proof of (4.79) for i = 2, it only remains to consider the case r− + 1 ≥ ν1l−.

we now show that for any θ > 0,

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

∑
l−∈J(tξ1 )

∑
l⊕∈J(t−tξ1 )

qyl−+l⊕
P−,(•,+)(l−, l⊕) (4.85)

∑
ν1l−−1≤r−≤l−,r⊕∈N0

(αψ)r⊕αr−A(tξ1 , l−, r− + 1) = 0.

By Lemma 2.7, for t sufficiently large, y ∈ Zd such that ‖y‖ ≤ tσ, l− ∈ J(tξ1), and l⊕ ∈ J(t − tξ1),

we have that qyl−+l⊕
. qyι(y,l⊕). Therefore,

sup
‖y‖≤tσ

1

pyt

∑
l−∈J(tξ1 )

∑
l⊕∈J(t−tξ1 )

qyl−+l⊕
P−,(•,+)(l−, l⊕)

∑
r∈N0

(αψ)r
∑

ν1l−−1≤r−≤l−

(r− + 1)αr−A(tξ1 , l−, r− + 1)

. sup
‖y‖≤tσ

1

pyt

∑
l⊕∈J(t−tξ1 )

qyι(y,l⊕)P
(•,+)(l⊕)

∑
l−∈J(tξ1 )

P−(l−)
∑

ν1l−−1≤r−≤l−

αr−A(tξ1 , l−, r− + 1).

and convergence to 0 as t→∞ follows from (A0) and (A3) in Lemma 4.12. �
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Proof of Claim 4.4, Part 2. Notice that by (4.82) and (4.83), for l−, l⊕ ∈ N0, we have

E−,(•,+)

[〈(
f t3;i

)2〉 ∣∣∣∣l−, l⊕] . ∑
0≤r−≤l−

αr−A(tξ1 , l−, r− + 1)
∑

0≤r⊕≤l⊕

αr⊕A(t− tξ1 , l⊕, r⊕ + 1).

Therefore, since Lemma 2.10 implies that 1/pyt . et
σ

for ‖y‖ ≤ tσ, using the expansion in (4.81),

we obtain the following bound

sup
‖y‖≤tσ

1

pyt
E
[
qyn

〈(
f t3;i

)2〉
1ns∈Ss(t),s∈{−,⊕}

]
.et

σ
∑

l−∈S−(t)

P−(l−)
∑

0≤r−≤l−

αr−A(tξ1 , l−, r− + 1)

∑
l⊕∈S⊕(t)

P(•,+)(l⊕)
∑

0≤r⊕≤l⊕

αr⊕A(t− tξ1 , l⊕, r⊕ + 1).

We now consider two cases: (1) S⊕(t) is the complement of J(t− tξ1) and (2) S⊕(t) is J(t− tξ1).

CASE 1. If S⊕(t) is the complement of J(t− tξ1), (A5) in Lemma 4.12 yields

lim
t→∞

tθet
σ
∑

l∈S⊕(t)

P(•,+)(l)
∑

0≤r≤l
αrA(t− tξ1 , l, r + 1) = 0, θ > 0,

Notice that S−(t) is allowed to be either J(tξ1) or its complement. If S−(t) is the complement of

J(tξ1), (A6) in Lemma 4.12 yields

lim
t→∞

∑
l /∈J(tξ1 )

P−(l)
∑

0≤r≤l
αrA(tξ1 , l, r + 1) = 0.

If on the contrary, S−(t) = J(tξ1), by (A7) in Lemma 4.12 we have

lim sup
t→∞

∑
l∈J(tξ1 )

P−(l)
∑

0≤r≤l
αrA(tξ1 , l, r + 1) <∞.

Therefore, this establishes for i ∈ {1, 2} and any θ > 0:

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E
[
qyn

〈(
f t3;i

)2〉
1n•+n+ /∈J(t−tξ1 )

]
= 0.
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CASE 2. If S⊕(t) is J(t − tξ1), then S−(t) must be the complement of J(tξ1). Also, notice that by

Lemma 2.8, for ‖y‖ ≤ tσ, l⊕ ∈ J(t− tξ1), and l− ∈ N0, we have

qyl−+l⊕
. exp

(
Ctσ−1l−

)
qyι(y,l⊕).

Hence,

sup
‖y‖≤tσ

1

pyt

∑
l⊕∈J(t−tξ1 )

∑
l−∈S−(t)

qyl−+l⊕
P−,(•,+)(l−, l⊕)

∑
0≤r⊕≤l⊕

αr⊕A(t− tξ1 , l⊕, r⊕ + 1)
∑

0≤r−≤l−

αr−A(tξ1 , l−, r− + 1)

.e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l⊕∈J(t−tξ1 )

qyι(y,l⊕)P
⊕(l⊕)

∑
0≤r⊕≤l⊕

αr⊕A(t− tξ1 , l⊕, r⊕ + 1)

eβ
2tξ1

∑
l− /∈J(tξ1 )

exp
(
Ctσ−1l−

)
P−(l−)

∑
0≤r−≤l−

αr−A(tξ1 , l−, r− + 1).

Then, by (A1) and (A4) in Lemma 4.12 , we have for i ∈ {1, 2}

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
E
[
qyn

〈(
f t3;i

)2〉
1n•+n+∈J(t−tξ1 ),n− /∈J(tξ1 )

]
= 0, θ > 0.

This completes the proof of (4.80). �

4.4.3. Proof of Lemma 4.11 Part (b): Convergence to limiting parti-

tion functions

Recall that we write n for nt, n− for ntξ1 , n• for ntξ1 ,t−tξ1 , and n+ for nt−tξ1 ,t. We also maintain the

notational shorthands P− P•, etc., introduced at the beginning of Subsection 4.4.2.2.

Lemma 4.14

For β sufficiently small there is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [(qyn − qyn•)T y,t0 T t0,0

]∣∣∣〉 = 0.

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [qyn•T y,t0 T t0,0

]
− pytZ

y,t
−∞Z

∞
0,0

∣∣∣〉 = 0.
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4.4.3.1. Proof of Lemma 4.14, Part 1

Let χ ∈ (0, 1
2(1 − σ)) and ν ∈ (1

2 , 1). For t > 0 and y ∈ Zd, let χ1(t) be the smallest even integer

≥ t(1− t−χ), and let χ2(t) be the largest odd integer ≤ t(1 + t−χ). Let

K(t) = {l ∈ N : χ1(t) ≤ l ≤ χ2(t)}, t > 0.

We will show that there is θ > 0 such that the following two limits are zero:

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [(qyn − qyn•)T y,t0 T t0,01n−+n+∈J(2tξ1 ),n•∈K(t−2tξ1 )

]∣∣∣〉 = 0, (4.86)

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [(qyn − qyn•)T y,t0 T t0,0

(
1− 1n−+n+∈J(2tξ1 ),n•∈K(t−2tξ1 )

)]∣∣∣〉 = 0. (4.87)

Let us first show (4.86). If t is sufficiently large, a point y ∈ Zd such that ‖y‖ ≤ tσ can be connected

to the origin by a path of length less than (t−2tξ1)(1−(t−2tξ1)−χ). For such t, for l± ∈ J(2tξ1), and

l• ∈ K(t− 2tξ1), it follows that qyl• > 0 if l• ≡ ‖y‖1, qyl• = 0 if l• 6≡ ‖y‖1, qyl•+l± > 0 if l• + l± ≡ ‖y‖1,

and qyl•+l± = 0 if l• + l± 6≡ ‖y‖1. Thus,

E
[
(qyn − qyn•)T

y,t
0 T t0,01n−+n+∈J(2tξ1 ),n•∈K(t−2tξ1 )

]
= A(y, t) +B(y, t), (4.88)

where

A(y, t) :=
∑

l±∈J(2tξ1 ),
l±≡0

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1

(
qyl•+l± − q

y
l•

)
E[T y,t0 T t0,01n•=l•,n−+n+=l± ],

B(y, t) :=
∑

l±∈J(2tξ1 ),
l±≡1

∑
l•∈K(t−2tξ1 )

(
1l• 6≡‖y‖1q

y
l•+l±

− 1l•≡‖y‖1q
y
l•

)
E[T y,t0 T t0,01n•=l•,n−+n+=l± ].

We will show that there is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
〈|A(y, t)|〉 =0, (4.89)

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt
〈|B(y, t)|〉 =0. (4.90)

To do so, we first establish an upper bound for a factor appearing in both A(y, t) and B(y, t):
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Claim 4.5

E[T y,t0 T t0,01n•=l•,n−+n+=l± ] .
l±∑
m=0

P(m, l•, l± −m)

1 +
∑

1≤r≤m+1

A(tξ1 ,m, r)αr

. (4.91)

Proof. Since T y,t0 T t0,0 and n• are independent, we have that

E[T y,t0 T t0,01n•=l•,n−+n+=l± ] = P•,(−,+)(l•, l±)E(−,+)
[〈∣∣∣T y,t0 T t0,0

∣∣∣〉 |l±] .
By the Cauchy–Schwarz inequality and symmetry,

E(−,+)
[〈∣∣∣T y,t0 T t0,0

∣∣∣〉 |l±] ≤ E(−,+)
[〈

(T t0,0)2
〉
|l±
]
.

If we also condition on n−, this implies that the right side of (4.92) is bounded from above by

l±∑
m=0

P(m, l•, l± −m)E−
[〈

(T t0,0)2
〉
|m
]
. (4.92)

Now, for a fixed m, we have

E−[〈(T t0,0)2〉|m] ≤ 2 + 2
∑
r∈R

∑
i∈Hr,z

qr(i, z)2E−
[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣m], (4.93)

where

R := {1, . . . , v(m) + 1} ,

Hr := {i = (i1, . . . , ir) ∈ Nr0 : 0 ≤ i1 < . . . < ir ≤ w(m)} ,

qr(i, z) =qz1i1 . . . q
zr−zr−1

ir−ir−1
.

Since

E−
[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣m] ≤ A(tξ1 ,m, r),

we have ∑
r∈R

∑
i∈Ir,z

qr(i, z)2E−
[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣m] . ∑

1≤r≤m+1

A(tξ1 ,m, r)αr,

which proves the claim. �
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Now we show (4.89). By Claim 4.5, we have that A(y, t) is less than a constant times

∑
l±∈J(2tξ1 ),

l±≡0

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1

(
qyl•+l± − q

y
l•

) l±∑
m=0

P(m, l•, l± −m)

1 +
∑

1≤r≤m+1

A(tξ1 ,m, r)αr

. (4.94)

We first show that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

∑
l±∈J(2tξ1 ),

l±≡0

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1

∣∣∣qyl•+l± − qyl•∣∣∣P(l•, l±) = 0. (4.95)

Using the fact that ql•+l± > 0, we can write

∣∣∣qyl•+l± − qyl•∣∣∣ = qyl•+l±

∣∣∣∣∣ qyl•
qyl•+l±

− 1

∣∣∣∣∣ .
But as ∑

l±∈J(2tξ1 ),
l±≡0

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1

qyl•+l±P(l•, l±) ≤ pyt ,

in order to prove (4.95), it is therefore enough to show that there exists a function g such that

tθg(t) converges to 0 as t→∞ for some θ > 0 and which satisfies

∣∣∣∣∣ qyl•
qyl•+l±

− 1

∣∣∣∣∣ ≤ g(t). (4.96)

By Lemma 2.6, there is c > 0 such that for t sufficiently large, for y ∈ Zd with ‖y‖ ≤ tσ, and for

l• ∈ K(t− 2tξ1), l± ∈ J(2tξ1) with qyl• , q
y
l•+l±

> 0, we have

qyl•
qyl•+l±

− 1 ≤
(

1 +O(t−
2
5 )
)

exp(ctσ+ξ1−1)− 1

and

1−
qyl•

qyl•+l±
= 1− 1

qyl•+l±/q
y
l•

≤ 1−
(

1 +O(t−
2
5 )
)

exp(−ctσ+ξ1−1).

Therefore, the inequality (4.96) can be satisfied by

g(t) :=
(

1 +O(t−
2
5 )
)

exp(ctσ+ξ1−1)− 1, (4.97)



TOC | chapter 4 | section 4 108

and limt→∞ t
θg(t) = 0 for θ ∈ (0, 1− σ − ξ1).

Let us now show that for β sufficiently small, there is θ > 0 such that for S−(t) = J(tξ1) and for

S−(t) equal to the complement of J(tξ1),

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

∑
l±∈J(2tξ1 ),

l±≡0

∑
0≤m≤l±,
m∈S−(t)

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1

∣∣∣qyl•+l± − qyl•∣∣∣ (4.98)

P(m, l•, l± −m)
∑

1≤r≤m+1

A(tξ1 ,m, r)αr = 0.

Notice that if g(t) is as in (4.97), then for l• ∈ K(t− 2tξ1) such that l• ≡ ‖y‖1 and for l± ∈ J(2tξ1)

such that l± ≡ 0, ∣∣∣qyl•+l± − qyl•∣∣∣ = qyl•

∣∣∣∣∣q
y
l•+l±

qyl•
− 1

∣∣∣∣∣ ≤ qyl•g(t).

As a result, if S− is the complement of J(tξ1), we obtain (4.98) from (A0) and (A4) from Lemma 4.12

as well as the following estimate:

sup
‖y‖≤tσ

1

pyt

∑
l±∈J(2tξ1 ),

l±≡0

∑
0≤m≤l±,
m/∈J(tξ1 )

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1

∣∣∣qyl•+l± − qyl•∣∣∣P(m, l•, l± −m)

∑
r∈R

∑
i∈Ir,z

qr(i, z)2E−
[ r∏
j=1

(
eβ

2tij+1 − 1
) ∣∣∣∣m]

.g(t)e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l)

eβ
2tξ1

∑
m/∈J(tξ1 )

P−(m)
∑

1≤r≤m+1

αrA(tξ1 ,m, r).

If S− is J(tξ1), consider two subcases: (1) 1 ≤ r < ν1m and (2) ν1m ≤ r ≤ m + 1. In the first

subcase, Lemma 4.7 gives:

sup
‖y‖≤tσ

1

pyt

∑
l±∈J(2tξ1 ),

l±≡0

∑
0≤m≤l±,
m∈J(tξ1 )

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1∣∣∣qyl•+l± − qyl•∣∣∣P(m, l•, l± −m)
∑

1≤r<ν1m
A(tξ1 ,m, r)αr

. sup
‖y‖≤tσ

1

pyt

∑
l±∈J(2tξ1 ),

l±≡0

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1

∣∣∣qyl•+l± − qyl•∣∣∣P•,(−,+)(l•, l±).
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The desired limit then follows from (4.95) for θ ∈ (0, 1− σ − ξ1).

In the second subcase, we estimate as follows:

sup
‖y‖≤tσ

1

pyt

∑
l±∈J(2tξ1 ),

l±≡0

∑
0≤m≤l±,
m∈J(tξ1 )

∑
l•∈K(t−2tξ1 ),

l•≡‖y‖1∣∣∣qyl•+l± − qyl•∣∣∣P(m, l•, l± −m)
∑

ν1m≤r≤m+1

A(tξ1 ,m, r)αr

.g(t)e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l)

eβ
2tξ1

∑
m∈J(tξ1 )

P−(m)
∑

ν1m≤r≤m+1

αrA(tξ1 ,m, r).

By (A0) and (A3), this tends to 0 as t→∞ faster than t−θ for any θ > 0. This completes the proof

of (4.89).

Let us now show (4.90), which will imply (4.86). For convenience, we assume that ‖y‖1 ≡ 0. In

the case ‖y‖1 ≡ 1, the proof proceeds analogously. We have

B(y, t) = B(1)(y, t) +B(2)(y, t),

where

B(1)(y, t) :=
∑

l±∈J(2tξ1 ),
l±≡1

1
2

(χ2(t−2tξ1 )−1)∑
p= 1

2
χ1(t−2tξ1 )

qy2p+1+l±
E
[
T y,t0 T t0,01n−+n+=l± (1n•=2p+1 − 1n•=2p)

]
,

B(2)(y, t) :=
∑

l±∈J(2tξ1 ),
l±≡1

1
2

(χ2(t−2tξ1 )−1)∑
p= 1

2
χ1(t−2tξ1 )

(
qy2p+1+l±

− qy2p
)
E
[
T y,t0 T t0,01n•=2p,n−+n+=l±

]
.

Following the proof of (4.89), one shows

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣B(2)(y, t)
∣∣∣〉 = 0

for θ ∈ (0, 1− σ − ξ1). To establish (4.90), it remains to show that there is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣B(1)(y, t)
∣∣∣〉 = 0. (4.99)
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By Claim 4.5, we have

〈∣∣∣B(1)(y, t)
∣∣∣〉 ≤ ∑

l±∈J(2tξ1 ),
l±≡1

l±∑
m=0

1
2

(χ2(t−2tξ1 )−1)∑
p= 1

2
χ1(t−2tξ1 )

qy2p+1+l±
|P•(2p+ 1)−P•(2p)|P−,+(m, l± −m)

1 +
∑

1≤r≤m+1

αrA(tξ1 ,m, r)

 .

Since n• is Poisson distributed with intensity t− 2tξ1 ,

P•(2p+ 1)−P•(2p) = P•(2p+ 1)

(
1− 2p+ 1

t− 2tξ1

)
.

Therefore, for 1
2χ1(t− 2tξ1) ≤ p ≤ 1

2(χ2(t− 2tξ1)− 1), we have

|P•(2p+ 1)−P•(2p)|≤ P•(2p+ 1)ĝ(t),

where ĝ(t) =
(
t− 2tξ1

)−σ
. Since

∑
l±∈J(2tξ1 ),

l±≡1

1
2

(χ2(t−2tξ1 )−1)∑
p= 1

2
χ1(t−2tξ1 )

qy2p+1+l±
P•,(−,+)(2p+ 1, l±) ≤ pyt ,

we have

lim
t→∞

tθĝ(t) sup
‖y‖≤tσ

1

pyt

∑
l±∈J(2tξ1 ),

l±≡1

1
2

(χ2(t−2tξ1 )−1)∑
p= 1

2
χ1(t−2tξ1 )

qy2p+1+l±
P•,(−,+)(2p+ 1, l±) = 0

for θ ∈ (0, σ). Since we also have that

qy2p+1+l±
≤ qy2p+1(1 + g(t)) . qy2p+1 = qι(y,2p+1),

we can complete the proof of (4.99) by following the reasoning for (4.89).

Next, we show (4.87). Let ‖y‖ ≤ tσ, then by Lemma 2.10, we have that 1/pyt ≤ et
σ
. For any

n, n• ∈ N0, we also have that |qyn− qn• | ≤ 2. Therefore, using Claim 4.5, we have that for any given
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families of sets S•(t), S±(t) ⊂ N0,

sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [(qyn − qyn•)T y,t0 T t0,01n•∈S•(t),n−+n+∈S±(t)

]∣∣∣〉 (4.100)

.et
σ
∑

l•∈S•(t)

P•(l•)

∑
l±∈S±(t)

l±∑
m=0

P−,+(m, l± −m)

(
1 +

∑
1≤r≤m+1

αrA(tξ1 ,m, r)

)
.

If S•(t) is the complement of K(t− 2tξ1), then part (A8) in Lemma 4.12, allows us to deal with the

term in the second line of (4.100).

In addition, the expression in the third line of (4.100) is bounded from above by

1 +
∑
m∈N0

P−(m)
∑

1≤r≤m+1

αrA(tξ1 ,m, r),

and (A7) and (A4) imply

lim sup
t→∞

∑
m∈N0

P−(m)
∑

1≤r≤m+1

αrA(tξ1 ,m, r) <∞.

From this, we may already infer

lim
t→∞

tθ sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [(qyn − qyn•)T y,t0 T t0,01n• /∈K(t−2tξ1 )

]∣∣∣〉 = 0, θ > 0.

If S•(t) isK(t−2tξ1), then S±(t) must be the complement of J(2tξ1). For ‖y‖ ≤ tσ, l• ∈ K(t−2tξ1) ⊂

J(t− 2tξ1), and l± ∈ N0, we have as in (4.75)

qyl•+l± . exp
(
Ctσ−1l±

)
qyι(y,l•).
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Thus,

sup
‖y‖≤tσ

1

pyt

〈∣∣∣E [(qyn − qyn•)T y,t0 T t0,01n•∈K(t−2tξ1 ),n−+n+ /∈J(2tξ1 )

]∣∣∣〉 (4.101)

.e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l∈K(t−2tξ1 )

qyι(y,l)P
•(l) (4.102)

eβ
2tξ1

∑
l−,l+∈N0,

l−+l+ /∈J(2tξ1 )

exp
(
Ctσ−1(l− + l+)

)
P−,+(l−, l+)

∑
1≤r≤l−+1

αrA(tξ1 , l−, r).

By (A1) of Lemma 4.12,

lim sup
t→∞

e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l∈K(t−2tξ1 )

qyι(y,l)P
•(l) <∞.

If l−, l+ ∈ N0 such that l− + l+ /∈ J(2tξ1), we have l− /∈ J(tξ1) or l+ /∈ J(tξ1). Consequently, for any

θ > 0, the product of tθ and the expression in the third line of (4.101) is less than a constant times

tθeβ
2tξ1

∑
l /∈J(tξ1 )

exp
(
Ctσ−1l

)
P−(l)

∑
1≤r≤l+1

αrA(tξ1 , l, r) (4.103)

( ∑
l∈J(tξ1 )

P−(l)
∑

1≤r≤l+1

αrA(tξ1 , l, r)

+
∑

l /∈J(tξ1 )

exp
(
Ctσ−1l

)
P−(l)

∑
1≤r≤l+1

αrA(tξ1 , l, r)

)
.

By (A4) in Lemma 4.12, as t→∞, the expression in the first line of (4.103) tends to 0 for any θ > 0

and the expression in the third line of (4.103) tends to 0. The second line of (4.103) is bounded on

account of (A7). This completes the proof of (4.87) and thus of Lemma 4.14 Part 1.

4.4.3.2. Proof of Lemma 4.14 Part 2

Since qyn• , T
y,t
0 and T t0,0 are independent with respect to P, we have

E
[
qyn•T

y,t
0 T t0,0

]
= py

t−2tξ1
ET y,t0 ET t0,0.
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It is hence enough to show existence of θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

|py
t−2tξ1

− pyt |
pyt

〈∣∣∣ET t0,0ET y,t0

∣∣∣〉 =0, (4.104)

lim
t→∞

tθ sup
‖y‖≤tσ

〈∣∣∣ET t0,0ET y,t0 − Z∞0,0Z
y,t
−∞

∣∣∣〉 =0. (4.105)

Let us point out that there is θ > 0 such that

lim
t→∞

tθ sup
‖y‖≤tσ

|py
t−2tξ1

− pyt |
pyt

= 0.

Since py
t−2tξ1

= Eqyn• and pyt = Eqyn, this can be shown similarly to (4.95). Hence, in order to

prove (4.104), it is enough to show that

lim sup
t→∞

〈∣∣∣ET t0,0ET y,t0

∣∣∣〉 <∞.
By the Cauchy–Schwarz inequality and symmetry,

〈∣∣∣ET t0,0ET y,t0

∣∣∣〉 ≤ 〈(ET t0,0)2〉 .
Let us now show that the truncated partition function ET t0,0 converges to the limiting partition

function Z∞0,0 in the L2 sense and obtain a rate of convergence. In order to do this we will first

prove that there is θ > 0 such that

lim
t→∞

tθ
〈(

ET t0,0 − Zt
ξ1

0,0

)2
〉

= 0. (4.106)

We keep the notation introduced at the beginning of Subsection 4.4.2.1. Let t > 0. For P0,0-almost

every realization of the continuous-time simple symmetric random walk η on Zd, we have

e−
β2

2
tξ1eβA

tξ1
0 − T t0,0 = N tξ1

1 +N tξ1
2 ,
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where

N tξ1
1 =

∑
1≤r≤v(n−)+1

∑
0≤i1<...<ir≤n−,ir>w(n−),

z1,...,zr∈Zd

qr(i, z)
r∏
j=1

h(zj ; sij , sij+1)

N tξ1
2 =

∑
v(n−)+1<r≤n−+1

∑
0≤i1<...<ir≤n−,

z1,...,zr∈Zd

qr(i, z)

r∏
j=1

h(zj ; sij , sij+1).

By Jensen’s inequality,

〈(
ET t0,0 − Zt

ξ1

0,0

)2
〉
≤ E

[〈(
N tξ1

1 +N tξ1
2

)2
〉]

,

so it is enough to show existence of θ > 0 such that

lim
t→∞

tθE
[〈(

N t
i

)2〉]
= 0, i ∈ {1, 2},

i.e., we need to check convergence of the D-sequences

Dϑ
n(1) =

∑
1≤r≤v(n)+1

ϑr
∑

0≤i1<...<ir≤n,ir>w(n),

z1,...,zr∈Zd

qr(i, z)2,

Dϑ
n(2) =

∑
v(n)+1<r≤n+1

ϑr
∑

0≤i1<...ir≤n,
z1,...,zr∈Zd

qr(i, z)2.

For ϑ < α−1,

Dϑ
n(2) .

∑
v(n)+1<r≤n+1

(ϑα)r ≤ (ϑα)n/2

1− ϑα
,

so

lim
n→∞

nθDϑ
n(2) = 0, θ > 0, ϑ < α−1.
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Moreover,

Dϑ
n(1) .

∑
1≤r≤v(n)+1

ϑr
∑

j1,...,jr∈N,
j1+...+jr>w(n)

∑
c1,...,cr∈Zd

(
qc1j1

)2
. . .
(
qcrjr

)2

≤
∑

1≤r≤v(n)+1

ϑr
r∑
l=1

∑
j1,...,jr∈N,
jl≥ 1

2
w(n)
v(n)

r∑
k=1

( ∑
ck∈Zd

(
qckjk

)2
)

.
∑

1≤r≤v(n)+1

r(ϑα)r
∑

j≥ 1
2
w(n)
v(n)

1

j
d
2

.
∞∑
r=1

r(ϑα)r
(

1

2

w(n)

v(n)
− 1

)1− d
2

,

and

lim
n→∞

nθ
(

1

2

w(n)

v(n)
− 1

)1− d
2

= 0, θ ∈ (0, (ξ3 − ξ2)(d2 − 1)),

from which we deduce (4.106). If we combine this result with Theorem 3.1, we obtain in particular

that there is θ > 0 such that

lim
t→∞

tθ
〈(

ET t0,0 − Z∞0,0
)2〉

= 0. (4.107)

Finally, since
〈(
Z∞0,0

)2〉
<∞, we obtain (4.104).

In order to prove (4.105), first notice that for y ∈ Zd such that ‖y‖ ≤ tσ, we have

〈∣∣∣ET t0,0ET y,t0 − Z∞0,0Z
y,t
−∞

∣∣∣〉 ≤ 〈∣∣∣ET y,t0

(
ET t0,0 − Z∞0,0

)∣∣∣〉+
〈∣∣∣Z∞0,0 (ET y,t0 − Zy,t−∞

)∣∣∣〉 .
Therefore, we obtain (4.105) by applying Cauchy–Schwarz to the two summands on the right, and

using (4.107) together with

lim
t→∞

〈(
ET t0,0

)2〉
=
〈(
Z∞0,0

)2〉
<∞.
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In this chapter, we prove the following theorem.

Theorem 5.1

For β sufficiently small, there exists a constant c > 0 such that

Q
(
Zy,t0 < e−u

)
< ce−u

2/c, t, u > 0.

This can be thought of as a continuous-time version of Theorem 1.5 in [CH02]. The Gaussianity of

the noise is important here.

Remark 5.2

The result is interesting in its own right because it implies that the limiting partition function Z∞0,0

admits all positive and negative moments.

This section is devoted to the proof of Theorem 5.1. The first step is to prove Theorem 5.3, which

is a discrete-time version of Theorem 5.1; we do this in Section 5.1. Then, in Section 5.2, we

use Theorem 5.3 to prove Theorem 5.1 by a suitable limiting procedure to go from discrete time

to continuous time, showing that the estimate on the partition function carries over. To prove

Theorem 5.3, we follow closely the strategy laid out in [CH02, Section 4], which goes back to

Talagrand [AST03].

116
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5.1. The Discrete-time Case

Fix a positive integer N , and let S = (Sn)n≥0 be a random walk on Zd that starts at the origin and

has transition probabilities

P(Sn+1 = y |Sn = x) :=


N
N+1 if y = x,

1
2d(N+1) if ‖y − x‖ = 1.

(5.1)

In addition, let (ω(z, k))z∈Zd,k∈N0
be an i.i.d. collection of Gaussian random variables with mean

0 and variance 1
N that is independent of S. We denote the probability measure corresponding to

(ω(z, k))z∈Zd,k∈N0
by QN and the expected value by 〈·〉N . For any t > 0 such that tN ∈ N, we let ΓtN

denote the set of possible realizations of (S0, . . . , StN−1). Given a path γ = (γ0, . . . , γtN−1) ∈ ΓtN ,

we let p(γ) denote the probability that (S0, . . . , StN−1) = γ. Then, we define the partition function

ZNt := e−
β2

2
tE

[
exp

(
β

tN−1∑
i=0

ω(Si, i)

)]
,

where β > 0 is a small parameter, and E denotes the expectation taken with respect to S. Then we

have:

ZNt =e−
β2

2
t
∑
γ∈ΓtN

p(γ) exp

(
β
tN−1∑
i=0

ω(γi, i)

)

=
∑
γ∈ΓtN

p(γ)
tN−1∏
i=0

[
exp(βω(γi, i)) exp

(
− β2

2N

)]
.

We now state and prove a discrete-time version of Theorem 5.1.

Theorem 5.3

For β sufficiently small, there exists a constant c > 0, independent of N , such that for all t > 0 with

tN ∈ N,

QN
(
ZNt < e−u

)
≤ ce−u2/c, u > 0.

The proof of this theorem relies on three technical lemmas (Lemmas 5.4–5.8) following the ap-

proach in [CH02] and [AST03].
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Let S1 and S2 be two independent copies of the random walk S. Set

Ln :=

n−1∑
i=0

1{S1
i =S2

i }
, and L∞ :=

∞∑
i=0

1{S1
i =S2

i }
.

Since S is transient on Zd for d ≥ 3, we have L∞ < ∞ almost surely. Also consider the random

walk D := S1 −S2 = (Dn)n≥0. It is transient because S1 and S2 are. Let τ1 denote the time of first

return of the random walk D to 0, and set

q := P (τ1 <∞).

Clearly, q > 0, and because of transience we also have q < 1. In the following lemma, we give more

precise bounds on q.

Lemma 5.4

There are positive constants c1 and c2 with c1 < c2, depending only on the dimension d, such that

1− c2

N
≤ q ≤ 1− c1

N
.

Remark 5.5

For the conclusion of Theorems 5.3 and 5.1 to hold it is enough to have β < infN
√
N ln(1/q) (see

also Theorem 1.5 in [CH02]). The infimum is strictly positive because c1 ≤ infN (N(1 − q)) ≤

infN (N ln(1/q)), by virtue of Lemma 5.4.

Proof. For t ∈ R, let ϕ(t) denote the characteristic function of D1. By properties of characteristic

functions (see e.g. [Dur10, p.194]),

PS1⊗S2(Dn = 0) =
1

(2π)d

∫
(−π,π)d

ϕ(t)n dt, n ∈ N0.

It is not hard to see that

1

1− q
=
∞∑
n=0

qn =
∞∑
n=0

PS1⊗S2(Dn = 0) =
1

(2π)d

∫
(−π,π)d

1

1− ϕ(t)
dt. (5.2)
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For any t ∈ (−π, π)d,

1− ϕ(t) =ES1⊗S2
[
1− ei〈t,D1〉

]
=
∑
y∈Zd

PS1⊗S2(D1 = y)
(

1− ei〈t,y〉
)

=
∑
y∈Zd

PS1⊗S2(D1 = y) (1− cos(〈t, y〉)) .

Let us decompose the integral on the righthand side of (5.2) into

∫
(−π

3
,π
3

)d

dt

1− ϕ(t)
+

∫
(−π,π)d\(−π

3
,π
3

)d

dt

1− ϕ(t)
. (5.3)

Fix t ∈ (−π
3 ,

π
3 )d. Since 1− cos(x) ≥ x2

4 for x ∈ (−π
3 ,

π
3 ), we have

1− ϕ(t) ≥ 1

4

∑
y∈Zd:〈t,y〉∈(−π

3
,π
3

)

PS1⊗S2(D1 = y)〈t, y〉2.

As long as t is not the zero vector, the expression on the right can be written as

‖t‖2

4

∑
y∈Zd:〈t,y〉∈(−π

3
,π
3

)

PS1⊗S2(D1 = y)

〈
t

‖t‖
, y

〉2

. (5.4)

As t
‖t‖ lies on the unit sphere in Rd, there is i ∈ {1, . . . , d} such that

〈
t

‖t‖
, ei

〉2

≥ 1

d
.

where ei is the ith unit vector in Rd.

Accordingly, using (5.1), the expression in (5.4) is bounded below by

‖t‖2

4d
PS1⊗S2(D1 = ei) =

‖t‖2

4d2

N

(N + 1)2

and the first integral in (5.3) is bounded above by

4d2 (N + 1)2

N

∫
(−π

3
,π
3

)d

dt

‖t‖2
< ĉ1N,

for some constant ĉ1 depending on d.

Now, let t ∈ (−π, π)d \ (−π
3 ,

π
3 )d. In this case, there is i ∈ {1, . . . , d} such that |ti| ≥ π

3 , and 1−ϕ(t)
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is bounded below by

PS1⊗S2(D1 = ei) (1− cos(〈t, ei〉)) =
N

d(N + 1)2
(1− cos(ti)) ≥

N

2d(N + 1)2
.

Therefore, the second integral in (5.3) is bounded above by

2d
(N + 1)2

N

∫
(−π,π)d\(−π

3
,π
3

)d
dt < c̃1N

for some constant c̃1 depending on d. Letting c1 := ĉ1 + c̃1, from (5.2) we obtain the following

bound for q:

q ≤ 1− c1

N
.

To obtain a lower bound for q, we estimate

1− ϕ(t) ≤
∑
y∈Zd

PS1⊗S2(D1 = y)〈t, y〉2 ≤
∑

y∈Zd\{0}

PS1⊗S2(D1 = y)‖t‖2‖y‖2.

Since ∑
y∈Zd\{0}

PS1⊗S2(D1 = y)‖y‖2 =
2N

(N + 1)2
+

2

d(N + 1)2
+

2d− 2

d(N + 1)2
.

1

N
,

it follows from (5.2) that
1

1− q
&

N

(2π)d

∫
(−π,π)d

dt

‖t‖2
= c̃2N

for some c̃2 > 0 depending on d. Therefore, there is a constant c2 such that

q ≥ 1− c2

N
.

�

For tN ∈ N, it is easy to see that the expected value of the partition function ZNt with respect to

the disorder (ω(z, k))z∈Zd,k∈N0
is equal to 1. Now, we show that the second moment of ZNt with

respect to the disorder is bounded uniformly in t and N .

Lemma 5.6

Fix β < infN
√
N ln(1/q). There is a constant c3 > 0, independent of N , such that

〈
(ZNt )2

〉
≤ c3, for all tN ∈ N.
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Proof. We have

〈
(ZNt )2

〉
=e−β

2t

〈
ES1⊗S2

[
exp

(
β

2∑
j=1

tN−1∑
i=0

ω(Sji , i)

)]〉
N

=e−β
2tES1⊗S2

[
tN−1∏
i=0

〈
exp

(
β
(
ω(S1

i , i) + ω(S2
i , i)

))〉
N

]

=ES1⊗S2

[
tN−1∏
i=0

(
e
β2

N 1{S1
i =S2

i }
+ 1{S1

i 6=S2
i }

)]

=ES1⊗S2

[
e
β2

N
LtN

]
≤ ES1⊗S2

[
e
β2

N
L∞

]
.

Since PS1⊗S2(L∞ = k) = qk−1(1− q), we have

ES1⊗S2

[
e
β2

N
L∞

]
= e

β2

N (1− q)
∞∑
k=1

(
e
β2

N q

)k−1

. (5.5)

Since β < infN
√
N ln(1/q) and since 1 − q ≤ c2/N by virtue of Lemma 5.4, the righthand side

of (5.5) is bounded above by

e
β2

N
c2

N

1

1− e
β2

N q
≤ e

β2

N
c2

β2 − (infN
√
N ln(1/q))2

β2

N + ln(q)

1− e
β2

N q
,

and as N →∞ the expression on the right converges to the finite limit

c2

(infN
√
N ln(1/q))2 − β2

.

So there exists a constant c3 > 0 such that
〈
(ZNt )2

〉
≤ c3 for all tN ∈ N. �

Lemma 5.7

Fix β < infN
√
N ln(1/q). There exists a constant C > 0, independent of t and N , such that

QN

ZNt ≥ 1
2 ; ES1⊗S2

[
LtN exp

(
β

tN−1∑
i=0

2∑
j=1

ω(Sji , i)

)]
≤ CNeβ2t(ZNt )2

 >
1

C
.

Proof. By the Paley–Zygmund inequality (e.g., see [?]) and the fact that 〈ZNt 〉 = 1, we get

QN
(
ZNt ≥

1

2

)
≥ 1

4〈(ZNt )2〉
≥ 1

4c3
,
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where c3 is the constant from Lemma 5.6. First, let C be any positive number. We will only

impose a restriction on C towards the end of the proof. Then the lefthand side of the displayline in

Lemma 5.7 is bounded below by

1

4c3
−QN

ES1⊗S2

[
LtN exp

(
β

tN−1∑
i=0

2∑
j=1

ω(Sji , i)

)]
>
C

4
Neβ

2t

. (5.6)

Markov’s inequality implies

QN

ES1⊗S2

[
LtN exp

(
β
tN−1∑
i=0

2∑
j=1

ω(Sji , i)

)]
>
C

4
Neβ

2t


≤ 4

CN
e−β

2t

〈
ES1⊗S2

[
LtN exp

(
β

tN−1∑
i=0

2∑
j=1

ω(Sji , i)

)]〉
N

=
4

CN
e−β

2tES1⊗S2

[
LtN

tN−1∏
i=0

〈
exp

(
β(ω(S1

i , i) + ω(S2
i , i)

)〉
N

]
=

4

CN
ES1⊗S2

[
LtNe

β2

N
LtN

]
,

where the last step follows from the proof of Lemma 5.6. As a result, the expression in (5.6) is

bounded below by
1

4c3
− 4

CN
ES1⊗S2

[
L∞e

β2

N
L∞

]
. (5.7)

From Lemma 5.4, we have

ES1⊗S2

[
L∞e

β2

N
L∞

]
=e

β2

N (1− q)
∞∑
k=1

k

(
e
β2

N q

)k−1

≤e
β2

N
c2

N

(
1

1− e
β2

N q

)2

≤e
β2

N
c2N

(β2 − (infN
√
N ln(1/q))2)2

(
β2

N + ln(q)

1− e
β2

N q

)2

≤ C̃N

for some C̃ > 0. Hence, the expression in (5.7) is greater than

1

4c3
− 4C̃

C
,

which is greater than 1
C if C is chosen sufficiently large. �
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Note that for any fixed tN ∈ N, the random walk S cannot leave the box

BtN :=
{
z ∈ Zd : ‖z‖1 ≤ tN

}
before time tN , so ZNt only depends on (ω(z, k))z∈BtN ,0≤k≤tN . Let ΞNt be the collection of all arrays

ξ = (ξ(z, k))z∈BtN ,0≤k≤tN of real numbers indexed by z ∈ BtN and k ∈ {1, . . . , tN}. For ξ ∈ ΞNt

define

ZNt (ξ) := e−
β2

2
tE

[
exp

(
β

tN−1∑
i=0

ξ(Si, i)

)]
,

and let

XN
t :=

{
ξ : ZNt (ξ) ≥ 1

2 ; ES1⊗S2

[
LtN exp

(
β

tN−1∑
i=0

2∑
j=1

ξ(Sji , i)

)]
≤ CNeβ2tZNt (ξ)2

}
,

where C is the constant from Lemma 5.7. Let ωtN be the random vector

(ω(z, i))z∈BtN ,i∈{0,...,tN}. Then by Lemma 5.7

QN (ωtN ∈ XN
t ) >

1

C
.

Finally, for m ∈ N, g, h ∈ Rm and a measurable set A ⊂ Rm, define

d(g, h) := ‖g − h‖, and d(g,A) := inf
h∈A
‖g − h‖.

The following lemma is a consequence of the Gaussian concentration inequality (e.g., see [AST03]

and [Tal11, Theorem 1.3.4]).

Lemma 5.8

Fix β < infN
√
N ln(1/q) and let C be the corresponding constant from Lemma 5.7. For any v > 0,

QN

(
d(ωtN , X

N
t ) > v +

√
2

N
ln(C)

)
≤ 2e−

N
2
v2 .

Proof. As the components of
√
NωtN are i.i.d. standard normal, the Gaussian concentration in-

equality ([Tal11, Theorem 1.3.4]) yields, for any v > 0,

QN
(∣∣∣∣d(ωtN , X

N
t )−

〈
d(ωtN , X

N
t )
〉
N

∣∣∣∣ > v

)
≤ 2e−

N
2
v2 . (5.8)
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Suppose that v <
〈
d(ωtN , X

N
t )
〉
. Then, by Lemma 5.7

1

C
< QN (ωtN ∈ XN

t ) ≤ QN
(∣∣∣∣∣d(ωtN , X

N
t )−

〈
d(ωtN , X

N
t )
〉∣∣∣∣∣ > v

)
≤ 2e−

N
2
v2 .

As this inequality holds for any v <
〈
d(ωtN , X

N
t )
〉
, we also have

〈
d(ωtN , X

N
t )
〉
N
≤
√

2

N
ln(2C).

Together with (5.8), we obtain the desired result. �

5.1.1. Proof of Theorem 5.3

Let β < infN
√
N ln(1/q), so Lemma 5.8 can be applied. Now fix ξ′ ∈ XN

t and ξ ∈ ΞNt . Then we

can write

ZNt (ξ) = e−
β2

2
tE

[
exp

(
β

tN−1∑
i=0

(
ξ(Si, i)− ξ′(Si, i)

))
exp

(
β

tN−1∑
i=0

ξ′(Si, i)

)]
. (5.9)

If we define the Gibbs measure ν on the space of path realizations for S up to step (tN − 1) by

ν(B) =
e−

β2

2
t

ZNt (ξ′)
E

[
1B(S0, . . . , StN−1) exp

(
β

tN−1∑
i=0

ξ′(Si, i)

)]
,

then the righthand side of (5.9) becomes

ZNt (ξ′)

∫
exp

(
β
tN−1∑
i=0

(
ξ(Si, i)− ξ′(Si, i)

))
dν

≥ 1

2
exp

(
−β
∣∣∣∣∫ tN−1∑

i=0

(
ξ(Si, i)− ξ′(Si, i)

)
dν

∣∣∣∣
)
,

where we used that ξ′ ∈ XN
t . We have

∣∣∣∣∣
∫ tN−1∑

i=0

(
ξ(Si, i)− ξ′(Si, i)

)
dν

∣∣∣∣∣ =

∣∣∣∣∣
tN−1∑
i=0

∑
z∈BtN

(
ξ(z, i)− ξ′(z, i)

) ∫
1{Si=z} dν

∣∣∣∣∣.
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By the Cauchy–Schwarz inequality, the expression on the right is less than

d(ξ, ξ′)

(∫ ∫
LtN dν dν

) 1
2

.

Again using the fact that ξ′ ∈ XN
t , we infer from the definition of ν the inequality

∫ ∫
LtN dν dν ≤

CN and thus

ZNt (ξ) ≥ 1
2 exp

(
−βd(ξ, ξ′)

(∫ ∫
LtN dν dν

) 1
2

)
≥ 1

2 exp
(
−βd(ξ, ξ′)

√
CN

)
.

As the inequality above holds for any ξ′ ∈ XN
t ,

ZNt (ξ) ≥ 1
2 exp

(
−β
√
Cd(ξ,XN

t )
√
N
)
.

Fix u > ln(2) and suppose
u− ln(2)

β
√
CN

≥ d(ξ,XN
t ).

Then

ZNt (ξ) ≥ 1
2 exp (−(u− ln(2))) = e−u.

Accordingly,

QN (ZNt ≥ e−u) ≥ QN
(
d(ωtN , X

N
t ) ≤ u− ln(2)

β
√
CN

)
.

By Lemma 5.8 with v = u−ln(2)

β
√
CN
−
√

2 ln(C)/N , the expression on the right is greater than

1− 2 exp

(
−1

2

(
u− ln(2)

β
√
C
−
√

2 ln(C)

)2
)
,

so there is c > 0 such that

QN (ZNt ≥ e−u) ≥ 1− e−u2/c

for u sufficiently large. This implies the desired inequality, and therefore completes the proof of

Theorem 5.3.
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5.2. The Continuous-time Case

In this section we present the proof of Theorem 5.1. We will show that there is a constant c > 0

such that

Q(Zt0,0 < e−u) < ce−u
2/c, t, u > 0.

To simplify notation, we write Zt in lieu of Zt0,0. We start with a result on continuity in time for the

partition function.

Lemma 5.9

Fix t > 0. For any ε > 0, there exists sε > 0 such that

Q(|Zt+s − Zt| > ε) < ε for all s ∈ (0, sε).

Proof. Recall that Ats is the action defined by (3.1). We have

〈(Zt+s − Zt)2〉 = e−β
2t

〈(
E0,0

[
exp(βAt0)

(
e−

β2

2
s exp(βAt+st )− 1

)])2
〉

≤ e−β
2tE0,0

[〈
exp(2βAt0)

〉〈(
e−

β2

2
s exp(βAt+st )− 1

)2
〉]

= eβ
2t(eβ

2s − 1).

Let sε > 0 be so small that eβ
2t(eβ

2s − 1) < ε3 for all s ∈ (0, sε). Then, by Markov’s inequality,

Q(|Zt+s − Zt| > ε) ≤ 〈(Z
t+s − Zt)2〉
ε2

< ε. �

Let N ∈ N and t > 0 such that tN ∈ N. We will now represent the partition function ZNt from

Section 5.1 in a way that mimicks the definition of Zt. Let SN = (SNi )i∈N0 denote the random walk

S from Section 5.1. The change in notation reflects that we now want to vary N . For s ≥ 0, we

define the continuous-time random walk ηN by

ηNs := SNi if s ∈ [ iN ,
i+1
N ).

A sample path of ηN over the time interval [0, t) is characterized by the number of actual jumps

nNt that occur in (0, t), the embedded discrete-time path γN = (γN0 , γ
N
1 , . . . , γ

N
nNt

) on Zd such that

‖γNj − γNj−1‖1 = 1 for 1 ≤ j ≤ nNt , and the jump times 0 < sN1 < . . . < sN
nNt

< t, which are of the
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form i
N . To keep the definition of the action compact, we denote sN0 := s and sN

nNt +1
:= t. To such

a sample path of ηN , we assign the action

AN
t :=

nNt∑
j=0

(
W

γNj
sNj+1
−W

γNj
sNj

)
.

Next, we define the probability measure

gN

({
k

N

})
:=

1

N + 1

(
N

N + 1

)k−1

, k ∈ N.

Let (τNj )j∈N be an i.i.d. sequence of random variables distributed according to gN . The jump times

of ηN can then be represented as

sNk =
k∑
j=1

τNj , k ∈ N0.

The partition function ZNt from Section 5.1 has the same distribution under QN as

e−
β2

2
tEτNEγe

βANt , (5.10)

where EτN denotes expectation with respect to (τNj )j∈N, and Eγ averages with respect to the

sample paths of a discrete-time simple symmetric random walk on Zd. We will therefore also denote

the expression in (5.10) by ZNt . As N → ∞, gN converges weakly to the exponential distribution

with intensity 1. As a result, for any k ∈ N, (τN1 , . . . , τ
N
k ) converges weakly to (τ1, . . . , τk) as

N → ∞, where (τj)j∈N is a sequence of independent exponentially distributed random variables

with intensity 1.

Lemma 5.10

Fix t ∈ (0,∞)∩Q. For any ε > 0, there exists Mε ∈ N such that for N ∈ N sufficiently large and with

tN ∈ N, we have

Q

(
e−

β2

2
tEτN

[
Eγ
[
exp(βAN

t )
]
1nNt >Mε

]
> ε

)
< ε.

Proof. For any M ∈ N, we have

〈
e−

β2

2
tEτN

[
Eγ
[
exp(βAN

t )
]
1nNt >M

]〉
= PτN (nNt > M).

Recall that nt is the number of jumps that occur within the finite time interval (0, t) for the
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continuous-time sample path of η (see page 40). By weak convergence,

lim
N→∞

PτN
(
nNt > M

)
= P

(
nt > M

)
.

Choose Mε ∈ N so large that

P
(
nt > Mε

)
<
ε2

2
.

Then, for N sufficiently large,

〈
e−

β2

2
tEτN

[
Eγ
[
exp(βAN

t )
]
1nNt >Mε

]〉
< ε2,

and we can conclude using Markov’s inequality. �

Proof of Theorem 5.1. Throughout the proof, we keep t > 0 fixed. Let δ > 0 be given, and let

s ∈ (0, sδ) such that t+ s ∈ Q. By Lemma 5.9, we have for u > 0,

Q
(
Zt < e−u

)
= Q

(
Zt < e−u; |Zt+s − Zt| > δ) +Q(Zt < e−u; |Zt+s − Zt| ≤ δ

)
≤ Q

(
|Zt+s − Zt| > δ

)
+Q

(
Zt+s < e−u + δ

)
< δ +Q

(
Zt+s < e−wδ

)
, (5.11)

where wδ := − ln(δ + e−u). Since t + s ∈ Q, we may choose Mδ ∈ N according to Lemma 5.10.

Consider the event

A :=

{
ω : e−

β2

2
(t+s)Eτ

[
Eγ

[
exp(βAt+s

0 )
]
1n0,t+s≤Mδ

]
< e−wδ

}
,

where Eτ denotes expectation with respect to (τj)j∈N.

As
{
ω : Zt+s < e−wδ

}
⊂ A, we have

Q
(
Zt+s < e−wδ

)
≤ Q(A). (5.12)

For a fixed realization ω of the disorder
(
W z
)
z∈Zd and for k ∈ N0, we define the map

ϕωk (t1, . . . , tk+1) :=

1T e
−β

2

2
(t+s)Eγ

[
exp

(
β

k−1∑
i=0

(
W γi∑i+1

j=1 tj
−W γi∑i

j=1 tj

)
+ β

(
W γk
t+s −W

γk∑k
j=1 tj

))]
.
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where T := (0,∞)k+1 ∩ {
∑k

j=1 tj < t+ s ≤
∑k+1

j=1 tj}. Path continuity of Brownian motion implies

that the functions (ϕωk )k∈N0 are bounded for Q-almost every ω. Moreover, the set of discontinuities

of ϕωk has measure zero with respect to the law of (τ1, . . . , τk+1). Thus, by the Portemanteau

Theorem (see, e.g. [Kle08, Theorem 13.16]), Q-almost surely,

lim
N→∞

E
[
ϕωk (τN1 , . . . , τ

N
k+1)

]
= E [ϕωk (τ1, . . . , τk+1)] , k ∈ N0.

In particular,

Q

(
Mδ⋂
k=0

{
ω : lim

N→∞
E[ϕωk (τN1 , . . . , τ

N
k+1)] = E[ϕωk (τ1, . . . , τk+1)]

})
= 1.

As

Mδ⋂
k=0

{
ω : lim

N→∞
E
[
ϕωk (τN1 , . . . , τ

N
k+1)

]
= E [ϕωk (τ1, . . . , τk+1)]

}

⊂
Mδ⋂
k=0

∞⋃
N=1

∞⋂
j=N

{
ω :

∣∣∣∣∣E[ϕωk (τ j1 , . . . , τ
j
k+1)]−E[ϕωk (τ1, . . . , τk+1)]

∣∣∣∣∣ < δ

Mδ + 1

}
,

there is Nδ ∈ N such that for all N ≥ Nδ,

Q (BN ) > 1− δ,

where

BN :=

∞⋂
j=N

Mδ⋂
k=0

{
ω :

∣∣∣∣∣E[ϕωk (τ j1 , . . . , τ
j
k+1)]−E[ϕωk (τ1, . . . , τk+1)]

∣∣∣∣∣ < δ

Mδ + 1

}
.

Consider N > Nδ such that (t+ s)N ∈ N. Assume further that N is so large that the conclusion of

Lemma 5.10 holds, i.e.

Q

(
e−

β2

2
(t+s)EτN

[
Eγ

[
exp(βANt+s)

]
1nNt+s>Mδ

]
> δ

)
< δ.

Since Q(Bc
N ) < δ, we have

Q(A) = Q(A ∩BN ) +Q(A ∩Bc
N ) ≤ Q(A ∩BN ) + δ. (5.13)
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For ω ∈ BN , we have

e−
β2

2
(t+s)

∣∣∣∣∣Eτ
[
1{nt+s≤Mδ)}Eγ

[
eβA

t+s
0

] ]
−EτN

[
1nNt+s≤Mδ

Eγ

[
eβA

N
t+s

] ]∣∣∣∣∣
≤

Mδ∑
k=0

∣∣∣Eτ [ϕωk (τ1, . . . , τk+1)]−EτN [ϕωk (τN1 , . . . , τ
N
k+1)]

∣∣∣ < (Mδ + 1)
δ

Mδ + 1
= δ.

Accordingly,

A ∩BN ⊂ C :=

{
e−

β2

2
(t+s)EτN

[
1nNt+s≤Mδ

Eγ

[
eβA

N
t+s

] ]
< e−vδ

}
,

where vδ := − ln(δ + e−wδ). Let

D :=

{
e−

β2

2
(t+s)EτN

[
Eγ

[
eβANt+s

]
1nNt+s>Mδ

]
> δ

}
.

By Lemma 5.10,

Q(A ∩BN ) ≤ Q(C) = Q(C ∩D) +Q(C ∩Dc) < δ +Q(ZNt+s < e−yδ), (5.14)

where yδ := − ln(δ + e−vδ). By Theorem 5.3, there is c > 0, independent of t and N , such that

Q(ZNt+s < e−yδ) ≤ ce−y2δ/c.

Combining this estimate with the estimates (5.11)-(5.14), we get

Q
(
Zt < e−u

)
≤ 3δ + ce−y

2
δ/c.

Since, in addition, limδ↘0(3δ + ce−y
2
δ/c) = ce−u

2/c, we obtain the desired estimate. �
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In this final chapter, we address the problem of global solutions to the semidiscrete stochastic heat

equation:

∂tu(y, t) = ∆yu(y, t) + βu(y, t)Ẇ y
t , y ∈ Zd, (sSHE)

where u = u(x, t) is a scalar function on the semi-discrete spacetime Zd × R, where ∆y is the

discrete Laplacian given by

∆yu(y, t) =
1

2d

∑
z∈Zd:‖y−z‖1=1

(
u(y, t)− u(z, t)

)
,

and Ẇ y
t is the white noise associated with W y

t , and where β > 0 is the coupling constant.

Our primary focus is studying the Cauchy problem for (sSHE) for initial conditions with subexpo-

nential growth in space. Let f : Zd → (0,∞) be any function of subexponential growth in space;

namely, such that for a sufficiently small ε ∈ (0, 1), it satisfies

lim
‖x‖→∞

|ln(f(x))|
‖x‖1−ε

= 0. (6.1)

We fix s ∈ R and consider the following Cauchy problem for the semidiscrete stochastic heat

131
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equation (sSHE), also known as the Parabolic Anderson Model (PAM):
∂tu(y, t) = ∆yu(y, t) + βu(y, t)Ẇ y

t , y ∈ Zd, t > s,

u(y, s) = f(y), y ∈ Zd.
(PAM)

We emphasise that most studies of the PAM consider bounded or even localised initial data, whereas

the initial data considered in this thesis is in a much more general class of functions with subexpo-

nential growth.

It was shown in [CM94] that the solution to the Cauchy problem (PAM), if interpreted as an integral

equation in the sense of Itô, is given by

usf (y, t) :=
∑
x∈Zd

f(x)Zy,tx,s, t ≥ s. (6.2)

Note that usf (y, s) = f(y). In the special case that s = 0, we usually write uf instead of u0
f . Observe

that for the specific choice of initial data f ≡ 1, we obtain a solution to the Cauchy problem (PAM)

given by the partition function Zy,ts :

us1(y, t) =
∑
x∈Zd

Zy,tx,s = Zy,ts . (6.3)

This result can be viewed as a Feynman–Kac formula for the semidiscrete parabolic Anderson prob-

lem. We can think of any solution usf (y, t) to (PAM) given by (6.2) as being local in time in the

sense that it is defined only for t > s. The primary focus in this thesis is instead the analysis of

solutions which are global in time in the sense that we now define.

For any time s ∈ R, let θs : Ω→ Ω be the Wiener shift defined by

θs
(
ω(x, t)

)
:= ω(x, t+ s)− ω(x, s),

for all (x, t) ∈ Zd × R; i.e., every path ω(x, ·) is shifted by s to the left along the time axis and

normalized to equal 0 at time t = 0. The probability measure Q is invariant with respect to (θs)s∈R,

in the sense that for every s ∈ R and for every A ∈ F , one has Q(θs(A)) = Q(A).
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Definition 6.1

Let Ω′ ∈ F such thatQ(Ω′) = 1 and θt(Ω′) = Ω′ for all t ∈ R. A measurable map Z : Zd×R×Ω′ → R

is called a global stationary solution to (sSHE) if:

(1) For every y ∈ Zd, s, t ∈ R with s < t, and ω ∈ Ω′,

Z(y, t, ω) =
∑
x∈Zd

Z(x, s, ω)Zy,tx,s(ω);

(2) For every y ∈ Zd, t ∈ R, and ω ∈ Ω′, we have Z(y, t, ω) = Z(y, 0, θtω).

Recall from Theorem 3.1 that Zy,t−∞ the limit of Zy,ts (ω) as s → −∞ exists and is positive Q-almost

surely for every (y, t) ∈ Zd×R. Thanks to Lemma 3.12 (after taking Remark 3.2 into account), the

limiting partition function Zy,t−∞ therefore defines a particular global stationary solution to (sSHE).

Our theorem is as follows.

Proposition 6.2

There is an F -measurable subset Ωsol ⊂ Ω+ with Q(Ωsol) = 1 such that the function

Zd × R× Ωsol → R

(y, t, ω) 7→ Zy,t−∞(ω)
(6.4)

is a global stationary solution to (sSHE).

The main result of this thesis is that, up to normalisation at the origin 0 ∈ Zd, this global so-

lution Zy,t−∞(ω) is unique, implying in particular that the solutions to (PAM) have a rather weak

dependence on the initial data.

Theorem 6.3

Let Z be a global stationary solution to (sSHE) which, Q-almost surely, has subexponential growth

in space and satisfies Z(0, t, ω) 6= 0. Then, for β sufficiently small and Q-almost surely for all

(y, t) ∈ Zd × R,
Z(y, t, ω)

Z(0, t, ω)
=
Zy,t−∞(ω)

Z0,t
−∞(ω)

.

Explicitly, by Z having subexponential growth in space we mean that, for all t and almost every

ω ∈ Ω, we have

lim
‖x‖→∞

|ln
(
Z(x, t, ω)

)
|

‖x‖1−ε
= 0.
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6.1. Attraction to the Particular Global Solution

The first major step towards Theorem 6.3 is a result which says that the particular global stationary

solution Zy,t−∞ from (6.4) attracts in a certain sense solutions to the Cauchy problem (PAM) with

any subexponentially growing initial data f . For any c > 0 and ε ∈ (0, 1), we define the set

Lc,ε :=
{
f : Zd → (0,∞) :

∣∣ ln(f(x))
∣∣ ≤ c‖x‖1−ε, ∀x ∈ Zd

}
(6.5)

Note that this condition implies f(0) = 1, and is equivalent to

e−c‖x‖
1−ε ≤ f(x) ≤ ec‖x‖1−ε , ∀x ∈ Zd.

Then the following theorem is the central result in this section.

Theorem 6.4

For β sufficiently small, the following holds: for every y ∈ Zd and for every c > 0, ε ∈ (0, 1), we have

sup
f∈Lc,ε

∣∣∣∣∣uf (y, t)

uf (0, t)
−
Zy,t−∞

Z0,t
−∞

∣∣∣∣∣ −−−→t→∞
0 in probability. (6.6)

Before jumping into the proof of this theorem, we we briefly sketch the proof strategy and present

the main ingredients. The first step is to fix 0 < σ < 1 sufficiently close to 1, and for f ∈ Lc,ε,

rewrite the solution uf as a sum of two terms

uf (y, t) =
∑
‖x‖≤tσ

f(x)Zy,tx,0 +
∑
‖x‖>tσ

f(x)Zy,tx,0 (6.7)

corresponding to terms inside and outside of the ball of radius tσ respectively.

The contribution of the second term to uf (y, t) is negligible: its expectation with respect to the

noise can be roughly bounded from above by

∑
‖x‖>tσ

ec‖x‖
1−ε
py−xt .

∑
‖x‖>tσ

ec‖x‖
1−ε−κ ‖x‖

2

t ,

for some κ > 0. The expression on the righthand side is negligible provided that σ is sufficiently

close to 1 (specifically, σ > 1
1+ε).
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The dominant contribution to uf (y, t) then comes from the first term on the righthand side of (6.7).

To deal with it, we apply the factorization formula for the partition function Zy,tx,s obtained in The-

orem 4.1.

Using the representation in (4.1), we have

∑
‖x‖≤tσ

f(x)Zy,tx,0 =
∑
‖x‖≤tσ

f(x)py−xt

(
Z∞x,0Z

y,t
−∞ + δy,tx,0

)
(6.8)

=
∑
‖x‖≤tσ

f(x)py−xt Z∞x,0Z
y,t
−∞ +

∑
‖x‖≤tσ

f(x)py−xt δy,tx,0.

Our aim is to show that the first term in the second line of (6.8) dominates the sum. To prove

this fact, we use the smallness of δy,tx,0 implied by (4.2). However, we must also make sure that

Zy,t−∞ does not become too small for typical realizations of the noise. For this the main ingredient is

Theorem 5.1, which implies that for θ > 0, with high probability,

Zy,t−∞Z
∞
x,0 ≥ t−θ, ∀x : ‖x‖ ≤ tσ.

This allows us to conclude that the second term in (6.8) is indeed negligible compared to the first,

and therefore
uf (y1, t)

uf (y2, t)
≈
Zy1,t−∞

∑
‖x‖≤tσ f(x)py1−xt Z∞x,0

Zy2,t−∞
∑
‖x‖≤tσ f(x)py2−xt Z∞x,0

.

Finally, for large t, the ratio py1−xt /py2−xt is close to 1, uniformly in x (see Lemma 2.13), so the

righthand side is roughly Zy2,t−∞/Z
y1,t
−∞, which is what we want to show. In the next section we give

the formal proof of Theorem 1.7.

6.1.1. Proof of Theorem 1.7

Fix c > 0 and ε ∈ (0, 1) and et f ∈ Lc,ε. Fix, once and for all, σ ∈ (0, 1) such that σ > 1
1+ε , and

note that σ > 1/2 because ε < 1. For any y ∈ Zd and t > 0, we use the factorization formula

from Theorem 4.1 to write uf (y, t) as a sum of three terms, which we denote by Σ1(f), Σ2(f), and

Σ3(f):

uf (y, t) =
∑
‖x‖≤tσ

f(x)py−xt Z∞x,0Z
y,t
−∞ +

∑
‖x‖≤tσ

f(x)py−xt δy,tx,0 +
∑
‖x‖>tσ

f(x)Zy,tx,0 (6.9)

=: Σ1(f) + Σ2(f) + Σ3, (f)
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Then we factorize uf as follows:

uf = Σ1(f)

(
1 +

Σ2(f)

Σ1(f)

)(
1 +

Σ3(f)

Σ1(f) + Σ2(f)

)
.

Proving Theorem 1.7 is equivalent to show that uf (y, t)
/
uf (0, t) converges uniformly in probability

to Zy,t−∞
/
Z0,t
−∞. Therefore, we need to show the following proposition.

Proposition 6.5

For every ε > 0 and every δ > 0, there exists T := T (ε, δ), depending on ε and δ, such that

Q

(∣∣∣∣∣uf (y, t)

uf (0, t)
−
Zy,t−∞

Z0,t
−∞

∣∣∣∣∣ > ε

)
< δ

for all f ∈ Lc,ε if t > T .

Let

Bf (y, t) :=
Σ3(f)

Σ1(f) + Σ2(f)
, Cf (y, t) :=

Σ2(f)

Σ1(f)
, and Df (y, t) := Σ1(f),

then
uf (y1, t)

uf (y2, t)
−
Zy1,t−∞

Zy2,t−∞
=
Zy1,t−∞

Zy2,t−∞

(
(1 + Cf (y, t)) (1 +Bf (y, t)) Df (y, t)

(1 + Cf (0, t)) (1 +Bf (0, t)) Df (0, t)
− 1

)
.

Since Q-almost surely Zy,t−∞ > 0 by Theorem 3.1, the ratio Zy1,t−∞/Z
y2,t
−∞ is finite Q-almost surely.

From Lemma 2.13, for any ζ > 0, there exists T (ζ) such that 1− ζ < py1−xt

/
py2−xt < 1 + ζ. Hence,

1− ζ <
∑
‖x‖≤tσ f(x)py1−xt Z∞x,0∑
‖x‖≤tσ f(x)py2−xt Z∞x,0

< 1 + ζ

for all t ≥ T (δ) and f ∈ L(c,ε). Notice that T (ζ) is completely determined by the simple symmetric

random walk. It only depends on y and is in particular independent of the initial condition f and

of the noise as long as ω ∈ Ω+. Thus, Df (y, t))/Df (0, t) converges to 1 uniformly.

Hence, Proposition 6.5 will follow if we show that Bf (y, t) and Cf (y, t) converge to 0 uniformly in

probability, namely
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Lemma 6.6

Let β be small so that the conclusions of Theorems 4.1 and 5.1 hold. Then for every ε > 0 and every

δ > 0, there exists T := T (ε, δ) such that

(a) Q(|Bf (y, t)| > ε) < δ, for all f ∈ Lc,ε if t > T. (6.10)

and

(b) Q(|Cf (y, t)| > ε) < δ, for all f ∈ Lc,ε if t > T. (6.11)

6.1.2. Proof of Lemma 6.6, Part (a)

For t > 0, define the event

A(t) :=
⋃

x:‖x‖≤tσ
{Zy,t−∞Z∞x,0 < t−θ}.

Theorem 5.1 implies that there is c > 0 such that

Q(Z∞0,0 < e−u) ≤ ce−u2/c, u > 0.

Thus,

Q(A(t)) ≤
∑
‖x‖≤tσ

Q(Zy,t−∞Z
∞
x,0 < t−θ) . tdσQ(Zy,t−∞ < t−

θ
2 ) . tdσ−

θ2

4c
ln2(t),

which tends to 0 as t→∞. In addition, by Theorem 4.1, there is θ > 0 such that

lim
t→∞

tθ sup
‖x‖≤tσ

〈|δy,tx,0|〉 = 0,

see also Remark 6.7 below. Fix ε, δ > 0, and let τ > 0 be so large that for any t ≥ τ ,

Q(A(t)) <
δ

2
and tθ sup

‖x‖≤tσ
〈|δy,tx,0|〉 <

εδ

2
.
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Then, with A(t)c denoting the complement of A(t), we have for t ≥ τ ,

Q
(
|Cft (y)| > ε

)
≤δ

2
+ ε−1

∫
A(t)c

∑
‖x‖≤tσ

f(x)|δy,tx,0(ω)|py−xt∑
‖z‖≤tσ f(z)py−zt Zy,t−∞(ω)Z∞z,0(ω)

Q(dω)

≤δ
2

+ ε−1
∑
‖x‖≤tσ

f(x)py−xt∑
‖z‖≤tσ f(z)py−zt

tθ
∫
A(t)c
|δy,tx,0(ω)| Q(dω)

≤δ
2

+ ε−1tθ sup
‖x‖≤tσ

〈|δy,tx,0|〉 < δ.

�

Remark 6.7

Notice that since Theorem 4.1 holds for any σ ∈ (0, 1), in particular for σ̂ ∈ (σ, 1), we have that for

‖x− y‖ < tσ̂, the error term δy,tx,0 verifies

lim
t→∞

tθ sup
‖x−y‖≤tσ̂

〈|δy,tx,0|〉 = 0. (6.12)

If we choose σ̂ ∈ (σ, 1), then for t sufficiently large, we have that

{x ∈ Zd : ‖x‖ ≤ tσ} ⊂ {x ∈ Zd : ‖x− y‖ ≤ tσ̂},

so

sup
x:‖x‖≤tσ

〈|δy,tx,0|〉 ≤ sup
x:‖x−y‖≤tσ̂

〈|δy,tx,0|〉.

Hence, (6.12) implies that

lim
t→∞

tθ sup
‖x‖≤tσ

〈|δy,tx,0|〉 = 0.

6.1.3. Proof of Lemma 6.6, Part (b)

We first show the following lemma.

Lemma 6.8

For any β > 0, we have

lim
t→∞

〈∣∣∣∣∣ ∑
‖x‖>tσ

ec‖x‖
1−ε
Zy,tx,0

∣∣∣∣∣
〉

= 0.
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Proof. It is easy to see from the definition of partition function Zy,tx,0 that
〈
Zy,tx,0

〉
= py−xt . Therefore,

〈∣∣∣∣ ∑
‖x‖>tσ

ec‖x‖
1−ε
Zy,tx,0

∣∣∣∣
〉

=
∑
‖x‖>tσ

ec‖x‖
1−ε
py−xt . (6.13)

Recall that the continuous-time transition probability py−xt satisfies

py−xt =
∞∑
n=0

e−t
tn

n!
qy−xn , (6.14)

where qzj := P(γj = z|γ0 = 0) is the transition probability for a discrete-time simple symmetric

random walk (γj)j∈N0 on Zd. If t is sufficiently large, we obtain the estimate

‖y − x‖21 ≥ ‖y − x‖2 ≥
1

2
‖x‖2 > 1

2
t2σ for all x such that ‖x‖ > tσ, (6.15)

so qy−xn = 0 for all n ≤ 2−1/2tσ and x ∈ Zd such that ‖x‖ > tσ. Furthermore, for any fixed

n > 2−1/2tσ, we have qy−xn = 0 if ‖x‖ ≥ 2n. Using these two observations together with (6.14) we

can rewrite the righthand side of (6.13) as

∑
n>2−1/2tσ

e−t
tn

n!

∑
tσ<‖x‖<2n

ec‖x‖
1−ε
qy−xn . (6.16)

It is well known that there are constants c, κ > 0 such that

qzj ≤ ce−κ‖z‖
2/j , j ∈ N, z ∈ Zd. (6.17)

Using the obvious estimate

qzj ≤ P

(
max
0≤i≤j

‖γi‖ ≥ ‖z‖
)
,

this can for instance be derived from Proposition 2.1.2 in [LL10]. On account of (6.17) and (6.15),

the expression in (6.16), for large t, is bounded above by a constant times

∑
n>2−1/2tσ

e−t
tn

n!

∑
tσ<‖x‖<2n

ec‖x‖
1−ε−κ ‖x‖

2

2n .

Fix ξ ∈ (1, σ(1 + ε)) and split the sum above into

∑
2−1/2tσ<n≤tξ

e−t
tn

n!
Yn(t) +

∑
n>tξ

e−t
tn

n!
Yn(t), (6.18)
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where

Yn(t) :=
∑

tσ<‖x‖<2n

ec‖x‖
1−ε−κ ‖x‖

2

2n .

For n ≤ tξ and x ∈ Zd such that ‖x‖ > tσ, we have

c‖x‖1−ε − κ‖x‖
2

2n
≤ ‖x‖2

(
ct−σ(1+ε) − κ

2
t−ξ
)
≤ −‖x‖2κ

4
t−ξ

provided that t is sufficiently large. This yields for n ≤ tξ and t large enough

Yn(t) ≤
∑

tσ<‖x‖<2n

e
−κ

4
‖x‖2

tξ .

Since ∣∣{x ∈ Zd : ‖x‖ ≤ r}
∣∣ = O(rd),

we have for n ≤ tξ the estimate

∣∣{x ∈ Zd : tσ < ‖x‖ < 2n
}∣∣ . tξd.

As a result,

Yn(t) . tξde−
κ
4
t2σ−ξ −−−→

t→∞
0. (6.19)

Since the upper bound in (6.19) does not depend on n, we also have

lim
t→∞

∑
2−1/2tσ<n≤tξ

e−t
tn

n!
Yn(t) = 0.

To deal with the second sum in (6.18), fix ξ′ > 1 and notice that

Yn(t) ≤
∑

tσ<‖x‖<2n

ec‖x‖
1−ε
. ndec(2n)1−ε . (ξ′)n.

The second sum in (6.18) is therefore bounded above by a constant times

∑
n>tξ

e−t
(ξ′t)n

n!
. (6.20)
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Using the tail estimate

∞∑
n=k

sn

n!
≤ sk

k!

∞∑
n=k

( s
k

)n−k
=
sk

k!

1

1− s
k

, k > s

and Stirling’s formula, we see that (6.20) is bounded above by a constant times

t−
ξ
2 e−t

(
eξ′t

btξc

)btξc
−−−→
t→∞

0.

This completes the proof. �

Lemma 6.9

Let β be so small that the conclusion of Theorem 5.1 holds. Then, for every δ > 0 there exist u > 0

and T1 > 0 such that for all t ≥ T1,

Q

( ∑
‖x‖≤tσ

Zy,tx,0 < e−u

)
< δ.

Proof. For u > 2 ln 2, we have

Q

( ∑
‖x‖≤tσ

Zy,tx,0 < e−u

)
= Q

(
Zy,t0 −

∑
‖x‖>tσ

Zy,tx,0 < e−u

)
(6.21)

≤ Q
(
Zy,t0 < 2e−u

)
+Q

( ∑
‖x‖>tσ

Zy,tx,0 > e−u

)

≤ Q
(
Zy,t0 < e−

u
2

)
+Q

( ∑
‖x‖>tσ

Zy,tx,0 > e−u

)
.

Theorem 5.1 and Markov’s inequality imply that the third line of (6.21) is less than

ce−
u2

4c + eu

〈 ∑
‖x‖>tσ

Zy,tx,0

〉
= ce−

u2

4c + eu
∑
‖x‖>tσ

py−xt

for some c > 0 that does not depend on u or t. Let u be so large that ce−
u2

4c < δ
2 . Since∑

‖x‖>tσ p
y−x
t −→ 0 as t→∞, there exists T1 > 0 such that for all t ≥ T1, we have eu

∑
‖x‖>tσ p

y−x
t <

δ
2 .

�
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PROOF OF (6.10): For any f ∈ L(c,ε), we have:

0 ≤
∑
‖x‖>tσ f(x)Zy,tx,0∑
‖x‖≤tσ f(x)Zy,tx,0

=

∑
‖x‖>tσ e

ctσ(1−ε)f(x)Zy,tx,0∑
‖x‖≤tσ e

ctσ(1−ε)f(x)Zy,tx,0
≤
∑
‖x‖>tσ e

2c‖x‖1−εZy,tx,0∑
‖x‖≤tσ Z

y,t
x,0

.

Let ε, δ > 0. By Lemma 6.9, there are u, T1 > 0 such that for every t ≥ T1,

Q

( ∑
‖x‖≤tσ

Zy,tx,0 < e−u

)
<
δ

2
.

And by Lemma 6.8, there is T ≥ T1 such that for all t ≥ T ,〈∣∣∣∣∣ ∑
‖x‖>tσ

e2c‖x‖1−εZy,tx,0

∣∣∣∣∣
〉
<
δεe−u

2
.

For t ≥ T , we have therefore

Q

(∑
‖x‖>tσ e

2c‖x‖1−εZy,tx,0∑
‖x‖≤tσ Z

y,t
x,0

> ε

)

≤Q

( ∑
‖x‖≤tσ

Zy,tx,0 < e−u

)
+Q

( ∑
‖x‖>tσ

e2c‖x‖1−εZy,tx,0 > εe−u

)

<
δ

2
+
eu

ε

〈∣∣∣∣∣ ∑
‖x‖>tσ

e2c‖x‖1−εZy,tx,0

∣∣∣∣∣
〉
< δ.

This completes the proof of Lemma 6.6. �

6.2. Uniqueness of Invariant Probability Measures

After the attraction result Theorem 6.4, the second major step towards proving Theorem 6.3 goes

through the theory of random dynamical systems; namely, we show uniqueness of physical invari-

ant probability measures of a certain skew product that can be naturally associated with the (sSHE).

In this section, we introduce this skew product and briefly recall some basic notions about random

dynamical systems.
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6.2.1. Preliminaries

Recall from (6.5) the sets Lc,ε. Define a set

L :=
⋃
c>0

ε∈(0,1)

Lc,ε, (6.22)

which can be thought of as the set of functions f : Zd → (0,∞) of subexponential asymptotic

growth and decay, normalized by imposing f(0) = 1. Notice that L is exactly the set of functions

f : Zd → (0,∞) that satisfy f(0) = 1 as well as the condition in (6.1). Note also that for any global

stationary solution Z to sSHE from Theorem 1.6 (namely, with subexponential growth and with

Z(0, t, ω) 6= 0) the quotient Z(y, t, ω)
/
Z(0, t, ω) is an element of L.

Although the set of functions of subexponential growth has the structure of a vector space, the set

L is not a vector space due to the requirement that every f ∈ L must satisfy f(0) = 1. However,

L can be equipped with the structure of a metric space and the corresponding Borel σ-field B(L)

using the metric

d(f, g) :=
∑
x∈Zd

e−‖x‖
2 |f(x)− g(x)|.

For ω ∈ Ω, s, t ∈ R such that s < t, and f ∈ L, we define

Ls,tω f(y) :=

∑
x∈Zd f(x)Zy,tx,s(ω)∑
x∈Zd f(x)Z0,t

x,s(ω)
, y ∈ Zd.

Lemma 6.10

The set L is Q-almost surely invariant under the dynamics induced by L, i.e. for Q-almost every ω ∈ Ω

the following holds: for every f ∈ L and for every s, t ∈ R such that s < t, we have Ls,tω f ∈ L.

Proof. We begin by defining some auxiliary functions and sets. For x, y ∈ Zd, let g(x, y) := (1 +

‖x‖)d+2(1 + ‖y‖)d+2. For M ∈ N, let

Ω∗M :=

{
ω ∈ Ω : ∃RM (ω) > 0 such that ∀x, y ∈ Zd with max{‖x‖, ‖y‖} > RM (ω) :

sup
s,t∈(−M,M),s<t

Zy,tx,s(ω) ≤ (py−x2M )
1
2 g(x, y), inf

s,t∈(−M,M),s<t
Zx,tx,s(ω) ≥ g(x, x)−1

}
.

Finally, set Ω∗ :=
⋂
M∈N Ω∗M . We first show thatQ(Ω∗M ) = 1 for everyM ∈ N, and henceQ(Ω∗) = 1.
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Fix M ∈ N. For x, y ∈ Zd, consider the events

E′M (x, y) :=

{
ω ∈ Ω : sup

s,t∈(−M,M),s<t
Zy,tx,s(ω) > (py−x2M )

1
2 g(x, y)

}
,

E′′M (x) :=

{
ω ∈ Ω : inf

s,t∈(−M,M),s<t
Zx,tx,s(ω) < g(x, x)−1

}
.

By the first Borel–Cantelli lemma, Q(Ω∗M ) = 1 will follow once we show that

∑
x,y∈Zd

Q(E′M (x, y)) +
∑
x∈Zd

Q(E′′M (x)) <∞.

By Markov’s inequality,

Q(E′M (x, y)) ≤
(py−x2M )−

1
2 〈sups,t∈(−M,M),s<t Z

y,t
x,s〉

g(x, y)
.

We will now show that the expression in the numerator is bounded by a constant that only depends

on M and β. For fixed ω ∈ Ω and s, t ∈ (−M,M) such that s < t, we can estimate

Zy,tx,s(ω) <
1

p0
s+M

∫
1ηs=x,ηt=ye

βAts(η,ω) Px,−M (dη) (6.23)

≤

(
py−xt−s
p0
s+M

) 1
2 (∫

e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

,

where the integral is taken over possible realizations of η, and where the Cauchy–Schwarz inequal-

ity was used. For any s ∈ (−M,M), we have

p0
s+M ≥ e−(s+M) ≥ e−2M . (6.24)

Moreover, for every z ∈ Zd \ {0}, we have

d

dr
pzr ≥ 0, ∀r ∈ (0, ‖z‖1).

To see this, recall that for every z ∈ Zd and r ≥ 0,

pzr = e−r
∞∑
n=0

rn

n!
qzn.
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Differentiating the expression on the right with respect to r yields

e−r

(
−qz0 +

∞∑
n=1

qzn

(
rn−1

(n− 1)!
− rn

n!

))
.

Since z 6= 0, we have qz0 = 0. For every n ≥ r,

rn

n!
=
r

n
· rn−1

(n− 1)!
≤ rn−1

(n− 1)!
.

And for n < r < ‖z‖1, we have qzn = 0. This proves the claim. For every x, y ∈ Zd such that

‖y − x‖1 > 2M and s, t ∈ (−M,M) with s < t, we have thus

py−xt−s ≤ p
y−x
2M .

Hence, for every x, y ∈ Zd and for every s, t ∈ (−M,M) with s < t,

py−xt−s ≤ 1‖y−x‖1>2Mp
y−x
2M + 1‖y−x‖1≤2M .

Together with (6.23) and (6.24), this yields

(py−x2M )−
1
2Zy,tx,s(ω) (6.25)

≤eM (1 + max
z∈Zd:‖z‖1≤2M

(pz2M )−
1
2 )

(∫
e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

.

From Lemma 3.10, we have that

(∫
e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

< h(M), (6.26)

where h(M) = 2 ·
√

2e516Mβ2
exp(2M(

√
2− 1)). Hence, together with (6.25),

Q(E′M (x, y)) ≤ H(M)

g(x, y)
,

where

H(M) := eM
(

1 + max
z∈Zd:‖z‖1≤2M

(pz2M )−
1
2

)
h(M).
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Furthermore, by Markov’s inequality, an estimate similar to (6.24), and Jensen’s inequality,

Q(E′′M (x)) ≤
〈sups,t∈(−M,M),s<t(1/Z

x,t
x,s)〉

g(x, x)
(6.27)

≤eβ2M+2M
〈sups,t∈(−M,M),s<tE

x,t
x,se−βA

t
s〉

g(x, x)
.

For fixed ω ∈ Ω and fixed s, t ∈ (−M,M) such that s < t, we have

Ex,tx,se
−βAts(·,ω) ≤

(
p0
s+Mp

0
t−s
) 1

2

(∫
e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

≤
(∫

e2β|Ats(η,ω)| Px,−M (dη)

) 1
2

,

and we have already established that

〈
sup

s,t∈(−M,M),s<t

(∫
e2β|Ats(η,)̇| Px,−M (dη)

) 1
2
〉
≤ h(M).

Hence, the expression on the right-hand side of (6.27) is bounded from above by

eβ
2M+2Mh(M)

g(x, x)
.

Then ∑
x,y∈Zd

Q(E′M (x, y)) ≤ H(M)

(∑
x∈Zd

1

(1 + ‖x‖)d+2

)2

<∞

and ∑
x∈Zd

Q(E′′M (x)) ≤ eβ2M+2Mh(M)
∑
x∈Zd

1

(1 + ‖x‖)2(d+2)
<∞.

This shows that Q(Ω∗M ) = 1, and thus Q(Ω∗) = 1.

For every ω ∈ Ω, we have

Zy,tx,s(ω) > 0, ∀x, y ∈ Zd, ∀s, t ∈ (−M,M), s < t.

Moreover, by Lemma 3.10, for all x, y ∈ Zd,〈
sup

s,t∈(−M,M),s<t
Zy,tx,s

〉
<∞.
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As a result, we have for Q-almost every ω ∈ Ω

0 < Zy,tx,s(ω) <∞ ∀x, y ∈ Zd, s, t ∈ (−M,M), s < t.

By subtracting from Ω∗M a set of measure 0 and calling the resulting set still Ω∗M , we can then

assume without loss of generality that for every ω ∈ Ω∗

0 < Zy,tx,s(ω) <∞ (6.28)

for all x, y ∈ Zd, M ∈ N, and s, t ∈ (−M,M) such that s < t.

Fix ω ∈ Ω∗, f ∈ L, and s, t ∈ R such that s < t. We need to show that Ls,tω f ∈ L, i.e. we need to

show that there exist c̃ > 0 and ε̃ ∈ (0, 1), depending on ω, u, s, and t, such that

e−c̃‖y‖
1−ε̃ ≤ Ls,tω f(y) ≤ ec̃‖y‖1−ε̃ , ∀y ∈ Zd.

Since f ∈ L, there exist c > 0 and ε ∈ (0, 1) such that e−c‖x‖
1−ε ≤ f(x) ≤ ec‖x‖1−ε for all x ∈ Zd. Let

M ∈ N be so large that s, t ∈ (−M,M). Since ω ∈ Ω∗M , we can estimate the numerator of Ls,tω f(y)

for y ∈ Zd such that ‖y‖ > RM (ω) as follows:

∑
x∈Zd

f(x)Zy,tx,s(ω) ≤
∑
x∈Zd

ec‖x‖
1−ε

(py−x2M )
1
2 g(x, y). (6.29)

Next we write

py−x2M = e−2M
∞∑
n=0

(2M)n

n!
qy−xn

and note that

(py−x2M )
1
2 <

∞∑
n=0

(
(2M)n

n!
qy−xn

) 1
2

.

The transition probability qy−xn can only be positive if ‖y − x‖1 ≤ n. If ‖x‖ > ‖y‖+ n, we have

‖y − x‖1 ≥ ‖y − x‖ ≥ ‖x‖ − ‖y‖ > n,

so qy−xn = 0. It follows that the expression on the right-hand side of (6.29) is bounded from above

by

(1 + ‖y‖)d+2
∞∑
n=0

(
(2M)n

n!

) 1
2

Yn, (6.30)
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where

Yn :=
∑

x:‖x‖≤‖y‖+n

(
qy−xn

) 1
2 ec‖x‖

1−ε
(1 + ‖x‖)d+2.

We split the expression from (6.30) in two:

(1 + ‖y‖)d+2
∑

0≤n≤‖y‖

(
(2M)n

n!

) 1
2

Yn (6.31)

+(1 + ‖y‖)d+2
∑
n>‖y‖

(
(2M)n

n!

) 1
2

Yn. (6.32)

For 0 ≤ n ≤ ‖y‖, we have the estimate

Yn ≤
∑

x:‖x‖≤2‖y‖

(
qy−xn

) 1
2 ec‖x‖

1−ε
(1 + ‖x‖)d+2

≤ec21−ε‖y‖1−ε(1 + 2‖y‖)d+2
∑

x:‖x‖≤2‖y‖

(
qy−xn

) 1
2

.ec2
1−ε‖y‖1−ε(1 + 2‖y‖)d+2‖y‖d.

If we set

m(a) := (1 + a)d+2(1 + 2a)d+2ad,

we can bound the expression in (6.31) from above by a constant times

∞∑
n=0

(
(2M)n

n!

) 1
2

m(‖y‖)ec21−ε‖y‖1−ε .

Here it is important to notice that
∑

( (2M)n

n! )
1
2 is finite and independent of y, and that m(‖y‖) is

polynomial in ‖y‖.

Suppose now that n > ‖y‖. Then

Yn ≤
∑

x:‖x‖≤2n

(
qy−xn

) 1
2 ec‖x‖

1−ε
(1 + ‖x‖)d+2

≤ec21−εn1−ε
(1 + 2n)d+2

∑
x:‖x‖≤2n

(
qy−xn

) 1
2

.ec2
1−εn1−ε

(1 + 2n)d+2nd.
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The expression in (6.32) is hence bounded from above by a constant times

∞∑
n=0

(
(2M)n

n!

) 1
2

ec2
1−εn1−ε

(1 + 2n)d+2nd(1 + ‖y‖)d+2,

where one should note that the series converges. We have thus shown that there exists a polynomial

p, with coefficients depending only on M,β, and d, such that

∑
x∈Zd

f(x)Zy,tx,s(ω) ≤ p(‖y‖)ec21−ε‖y‖1−ε

for all y ∈ Zd with ‖y‖ > RM (ω). In light of (6.28), it is then possible to choose c̃1 > 0 so large that

∑
x∈Zd

f(x)Zy,tx,s(ω) ≤
∑
x∈Zd

f(x)Z0,t
x,s(ω)ec̃1‖y‖

1−ε
, ∀y ∈ Zd,

and thus

Ls,tω f(y) ≤ ec̃1‖y‖1−ε , ∀y ∈ Zd.

The proof of the lower bound for Ls,tω f is simpler: Since ω ∈ Ω1
M , we have for every y ∈ Zd with

‖y‖ > RM (ω)

∑
x∈Zd

f(x)Zy,tx,s(ω) ≥
∑
x∈Zd

e−c‖x‖
1−ε
Zy,tx,s(ω) ≥ e−c‖y‖1−εZy,ty,s(ω) ≥ e−c‖y‖

1−ε

g(y, y)
.

Then, again by virtue of (6.28), we can choose c̃2 > 0 so large that

∑
x∈Zd

f(x)Zy,tx,s(ω) ≥
∑
x∈Zd

f(x)Z0,t
x,s(ω)e−c̃2‖y‖

1−ε
, ∀y ∈ Zd,

and hence we have for c̃ := max{c̃1, c̃2} the estimate

e−c̃‖y‖
1−ε ≤ Ls,tω f(y) ≤ ec̃‖y‖1−ε , ∀y ∈ Zd.

�
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Lemma 6.11

There is a set Ω̃ ⊂ Ω with Q(Ω̃) = 1 that satisfies the following conditions:

(1) Ω̃ is invarian t under θs for every s ∈ R, i.e. θs(Ω̃) = Ω̃ for every s ∈ R;

(2) For every ω ∈ Ω̃, f ∈ L, and s, t ∈ R such that s < t, we have Ls,tω f ∈ L;

(3) For every ω ∈ Ω̃,

lim
s→−∞

Zx,0s (ω) = Zx,0−∞(ω) > 0, ∀x ∈ Zd;

(4) For every ω ∈ Ω̃, the function x 7→ Z̃x,0−∞(ω) := Zx,0−∞(ω)/Z0,0
−∞(ω) is an element of L.

Proof. In order to prove this lemma it is enough to find a set Ω̃ ⊂ Ω+ ∩ ΩL such that Z̃x,0∞ (ω) ∈ L

for every ω ∈ Ω̃. Let Ω̃ be the set given by

Ω̃ :=

{
ω ∈ Ω+ ∩ ΩL :

∃R(ω) > 0 s.t ∀x ∈ Zd with ‖x‖ > R(ω) :

(1 + ‖x‖)−(d+2) ≤ Zx,0−∞(ω) ≤ (1 + ‖x‖)(d+2)

}
. (6.33)

Define the sets

E1(x) := {ω ∈ Ω+ ∩ ΩL : Zx,0−∞(ω) > (1 + ‖x‖)(d+2)}

E2(x) := {ω ∈ Ω+ ∩ ΩL : Zx,0−∞(ω) < (1 + ‖x‖)−(d+2)},

and let E(x) = E1(x) ∪ E2(x).

By the Borel-Cantelli Lemma, in order to show thatQ(Ω̃) = 1, it is enough to show that
∑

x∈Zd Q(E(x)) <

∞. Indeed, notice that by Markov’s inequality we have

Q(E1(x)) ≤
〈Zx,0−∞〉

(1 + ‖x‖)d+2
=

〈Z0,0
−∞〉

(1 + ‖x‖)d+2
=

1

(1 + ‖x‖)d+2
.

Similarly, using again Markov’s inequality together with the fact that all negative moments exists

by Remark 5.2,

Q(E2(x)) ≤

〈
1

Zx,0−∞

〉
(1 + ‖x‖)d+2

=

〈
1

Z0,0
−∞

〉
(1 + ‖x‖)d+2

=
C

(1 + ‖x‖)d+2
.

for some C > 0.
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Hence, ∑
x∈Zd

Q(E(x)) ≤
∑
x∈Zd

C + 1

(1 + ‖x‖)d+2
<∞,

which completes the proof of the lemma. �

6.2.2. Invariant Measure for the Skew Product

Lemma 6.12

The map Φ : [0,∞)× Ω̃× L → L, given by

(t, ω, f) 7→ Φt
ωf := L0,t

ω f,

defines a cocycle; i.e., for all s, t ≥ 0 and all ω ∈ Ω̃,

Φs+t
ω = Φt

θsω ◦ Φs
ω.

Proof. It is not hard to see that Φ is a (B([0,∞)) ⊗ F̃ ⊗ B(L),B(L))-measurable map, where

B([0,∞)) is the Borel σ-field on [0,∞) and F̃ is the restriction of F to Ω̃. On Ω̃× L, we define the

skew product

Θt(ω, f) := (θt(ω),Φt
ωf), t ≥ 0.

If either s or t are zero, the result follows immediately. Let t, s >, then

Φt
θsω ◦ Φs

ωu(y) =

∑
x∈Zd Φs

ωu(x)Zy,tx,0(θsω)∑
x∈Zd Φs

ωu(x)Z0,t
x,0(θsω)

=

∑
x∈Zd

∑
z∈Zd u(z)Zx,sz,0 (ω)∑
z∈Zd u(x)Z0,s

z,0(ω)
Zy,tx,0(θsω)∑

x∈Zd

∑
z∈Zd u(z)Zx,sz,0 (ω)∑
z∈Zd u(x)Z0,s

z,0(ω)
Z0,t
x,0(θsω)

=

∑
x∈Zd

∑
z∈Zd u(z)Zx,sz,0 (ω)Zy,tx,0(θsω)∑

x∈Zd
∑

z∈Zd u(z)Zx,sz,0 (ω)Z0,t
x,0(θsω)

=

∑
z∈Zd u(z)

∑
x∈Zd Z

x,s
z,0 (ω)Zy,t+sx,s (ω)∑

z∈Zd u(z)
∑

x∈Zd Z
x,s
z,0 (ω)Z0,t+s

x,s (ω)

=

∑
z∈Zd u(z)Zy,t+sz,0 (ω)∑
z∈Zd u(z)Z0,t+s

z,0 (ω)

=Φt+s
ω u(y) �
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Definition 6.13

An invariant probability measure for the skew product (Θt)t≥0 is a probability measure µ on

(Ω̃× L, F̃ ⊗ B(L)) such that

(1) µ has marginal Q̃ on (Ω̃, F̃), where Q̃ is the restriction of Q to Ω̃;

(2) µ((Θt)−1(·)) = µ(·), ∀t ≥ 0.

If µ is an invariant probability measure for (Θt)t≥0, then there exists a family (µω)
ω∈Ω̃

of probability

measures on (L,B(L)), so-called sample measures, such that for every A ∈ F̃ ⊗ B(L),

µ(A) =

∫
Ω̃
µω(Aω) Q(dω),

where Aω := {f ∈ L : (ω, f) ∈ A}.

Theorem 6.14

The skew product (Θt)t≥0 admits a unique invariant probability measure whose sample measures

are given by

µω(·) = δ
y 7→Z̃y,0−∞(ω)

(·), ω ∈ Ω̃.

Remark 6.15

One can define a Markov semigroup (Pt)t≥0 on L by setting

Pt(f, F ) := Q̃
({
ω ∈ Ω̃ : Φt

ωf ∈ F
})

, f ∈ L, F ∈ B(L).

By Ledrappier-Young, there is a one-to-one correspondence between invariant probability measures

for (Pt)t≥0 and so-called physical invariant probability measures for the skew product (Θt)t≥0. The

latter are invariant probability measures µ for (Θt)t≥0 with sample measures (µω) such that ω 7→ µω

is measurable with respect to σ(W y
u : u ≤ 0, y ∈ Zd). It is easy to see that the unique invariant

probability measure from Theorem 6.14 is physical. Therefore, (Pt)t≥0 admits a unique invariant

probability measure given by ∫
Ω̃
δ
x 7→Z̃x,0−∞(ω)

(·)Q̃(dω).
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Proof. We first show that the measure given by

µ(A) =

∫
Ω̃
µω(Aω) Q(dω),

where µω(·) = δ
y 7→Z̃y,0−∞(ω)

(·) and Aω := {f ∈ L : (ω, f) ∈ A} is an invariant probability measure for

the skew product (Θt)t≥0.

EXISTENCE. Fix t > 0. Let A ∈ F̃ ⊗ B(L). We write A = A1 × A2 where A1 ∈ F̃ and A2 ∈ B(L).

Then,

µ((Θt)−1A) = µ({(ω, u) ∈ Ω̃× L : Θt(ω, u) ∈ A})

= µ({(ω, u) ∈ Ω̃× L : (θt(ω),Φt
ωu) ∈ A})

= µω({u ∈ L : (θt(ω),Φt
ωu) ∈ A})Q̃(dω)

=

∫
Ω̃
1{θt(ω)∈A1}1{ΦtωZ̃

x,0
−∞∈A2}Q̃(dω)

Notice that

{ω : Φt
ωZ̃

x,0
−∞ ∈ A2} =

{
ω :

∑
y∈Zd Z

y,0
−∞(ω)Zx,ty,0(ω)∑

y∈Zd Z
y,0
−∞(ω)Z0,t

y,0(ω)
∈ A2

}

=

{
ω :

Zx,t−∞(ω)

Z0,t
−∞(ω)

∈ A2

}
=
{
ω : Z̃x,0−∞(θt(ω)) ∈ A2

}
Therefore,

µ((Θt)−1A) =

∫
Ω̃
1{θt(ω)∈A1}1{Z̃x,0−∞(θt(ω))∈A2}

=

∫
Ω̃
1{ω∈A1}1{Z̃x,0−∞(ω)∈A2}

=

∫
Ω̃
µω({u ∈ L : (ω, u) ∈ A})Ω̃(dω)

= µ(A)

UNIQUENESS. Let µ be an invariant probability measure for (Θt)t≥0. Then there exists a family
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(µω)
ω∈Ω̃

of probability measures on (L,B(L)) such that

µ(A) =

∫
Ω̃
µω(Aω) Q̃(dω).

To simplify notation, let Z(ω) be the element of L defined by Z(ω)[y] := Z̃y,0−∞(ω). We need to show

that for Q̃-a.e. ω ∈ Ω̃,

µω = δZ(ω).

Let δ > 0 be arbitrary but fixed. We will show that

Q̃({ω ∈ Ω̃ : µω = δZ(ω)}) > 1− δ.

If F : L → R is a bounded measurable function and if µ is a probability measure on (L,B(L)), we

set

µF :=

∫
L
F (u) µ(du).

Let Lip1
b(L) denote the space of bounded Lipschitz continuous functions F : L → R for which there

are L, b > 0 such that L+ b ≤ 1 and |F (u)| ≤ b, |F (u)− F (v)| ≤ Ld(u, v) for all u, v ∈ L. We have

{ω ∈ Ω̃ : µωF = δZ(ω)F ∀F ∈ Lip1
b(L)} = {ω ∈ Ω̃ : µω = δZ(ω)}

by the Portemanteau Theorem [Kle08, Theorem 13.16]. It is therefore enough to show that

Q̃({ω ∈ Ω̃ : µωF = δZ(ω)F ∀F ∈ Lip1
b(L)}) > 1− δ.

For V ⊂ Zd, let

πV : L → L, u 7→ πV (u),

where

πV (u)[x] := u(x)1x∈V + 1x/∈V .

Let (Vm)m≥1 be an enumeration of all finite subsets of Zd.
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Claim 6.1

Suppose that there is a family of subsets of Ω̃, (Ω̂n,m)n,m∈N, such that the following holds:

(1) Q̃(Ω̂n,m) > 1− 2−(n+m)δ for all n,m ∈ N;

(2) For every F ∈ Lip1
b(L) and ω ∈ Ω̂n,m,

|µω(F ◦ πVm)− δZ(ω)(F ◦ πVm)| < 1

n
.

Then, we have

Q̃({ω ∈ Ω̃ : µωF = δZ(ω)F ∀F ∈ Lip1
b(L)}) > 1− δ.

PROOF: Since, by (1),

Q̃(
⋂

n,m∈N
Ω̂n,m) > 1− δ,

it is enough to show that

⋂
n,m∈N

Ω̂n,m ⊂ {ω ∈ Ω̃ : µωF = δZ(ω)F ∀F ∈ Lip1
b(L)}.

Fix ω ∈
⋂
n,m∈N Ω̂n,m. Let F ∈ Lip1

b(L). Since ω ∈
⋂
n,m∈N Ω̂n,m, we have for every finite subset V

of Zd

|µω(F ◦ πV )− δZ(ω)(F ◦ πV )| = 0. (6.34)

Let (Ṽk)k≥1 be an increasing sequence (w.r.t. set inclusion) of finite subsets of Zd such that⋃
k≥1 Ṽk = Zd. We claim that πṼk converges pointwise to the identity on L. To see this, let u ∈ L.

Then,

d(πṼk(u), u) =
∑
x∈Zd

e−‖x‖
2 |πṼk(u)[x]− u(x)| =

∑
x/∈Ṽk

e−‖x‖
2 |u(x)− 1| → 0

as k →∞, as the series converges. Since F is continuous, it follows that F ◦πṼk converges pointwise

to F . Since F is bounded, we have by bounded convergence

lim
k→∞

∫
L
F (πṼk(u)) µω(du) =

∫
L
F (u) µω(du).

The claim then follows from (6.34). �

We still need to show that the assumption of the previous lemma holds, i.e. there is a family of
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subsets of Ω̃, (Ω̂n,m)n,m∈N, such that

(1) Q̃(Ω̂n,m) > 1− 2−(n+m)δ for all n,m ∈ N;

(2) For every F ∈ Lip1
b(L) and ω ∈ Ω̂n,m,

|µω(F ◦ πVm)− δZ(ω)(F ◦ πVm)| < 1

n
.

Fix n,m ∈ N. We choose c0 > 0 and ε0 ∈ (0, 1) so large that

Ω(n, c0, ε0) := {ω ∈ Ω̃ : µω(Lc0,ε0) > 1− 1

4n
}

has positive Q̃-measure.

By Theorem 1.7, for every x ∈ Vm, we have

lim
t→∞

Q̃( sup
u∈Lc0,ε0

|Φt
θ−tωu[x]−Z(ω)[x]| > 1

2n|Vm|
) = 0,

and hence also

lim
t→∞

∑
x∈Vm

Q̃({ sup
u∈Lc0,ε0

|Φt
θ−tωu[x]−Z(ω)[x]| > 1

2n|Vm|
}) = 0.

Thus, for every k ≥ 1, there is tk > 0 such that

∑
x∈Vm

Q̃({ sup
u∈Lc0,ε0

|Φtk
θ−tkω

u[x]−Z(ω)[x]| ≥ 1

2n|Vm|
}) < 1

|Vm|
2−(k+n+m)δ,

and we may assume that tk ↗∞.

Since transformation θ−1 is measure-preserving on Ω̃ and it is also mixing, by Lemma 7.6,

Q̃
{
{ω ∈ Ω̃ : ∃j ∈ N such that θ−tj (ω) ∈ Ω(n, c0, ε0)}

}
= 1.

Define

Ω̂n,m :=
⋂
k≥1

⋂
x∈Vm

{ω ∈ Ω̃ : sup
u∈Lc0,ε0

|Φtk
θ−tkω

u[x]−Z(ω)[x]| < 1

2n|Vm|
}

∩ {ω ∈ Ω̃ : ∃j ∈ N such that θ−tj (ω) ∈ Ω(n, c0, ε0)}.
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We have

Q̃(Ω̂n,m) ≥Q̃({ω ∈ Ω̃ : ∃j ∈ N such that θ−tj (ω) ∈ Ω(n, c0, ε0)})

−
∞∑
k=1

∑
x∈Vm

Q̃(ω : sup
u∈Lc0,ε0

|Φtk
θ−tkω

u[x]−Z(ω)[x]| ≥ 1

2n|Vm|
})

≥1− 2−(n+m)δ.

Fix F ∈ Lip1
b(L) and ω ∈ Ω̂n,m. Set t := tj , where j depends on ω. Then

|µω(F ◦ πVm)− δZ(ω)(F ◦ πVm)|

=
∣∣∣µθ−tω(F ◦ πVm ◦ Φt

θ−tω)− F (πVm(Z(ω)))
∣∣∣

=

∣∣∣∣∫
Lc0,ε0

F (πVm(Φt
θ−tωu)) µθ−tω(du)

+

∫
L\Lc0,ε0

F (πVm(Φt
θ−tωu)) µθ−tω(du)− F (πVm(Z(ω)))

∣∣∣∣
≤
∫
Lc0,ε0

∣∣∣F (πVm(Φt
θ−tωu))− F (πVm(Z(ω)))

∣∣∣ µθ−tω(du)

+

∫
L\Lc0,ε0

∣∣∣F (πVm(Φt
θ−tωu))− F (πVm(Z(ω)))

∣∣∣ µθ−tω(du).

Since F ∈ Lip1
b(L),

∫
L\Lc0,ε0

∣∣∣F (πVm(Φt
θ−tωu))− F (πVm(Z(ω)))

∣∣∣ µθ−tω(du) ≤ 2µθ−tω(L \ Lc0,ε0).

Notice that θ−tω ∈ Ω(n, c0, ε0), so µθ−tω(L \ Lc0,ε0) ≤ 1
4n . Moreover, the first integral is bounded

from above by

sup
u∈Lc0,ε0

d(πVm(Φt
θ−tωu), πVm(Z(ω))) ≤

∑
x∈Vm

sup
u∈Lc0,ε0

|Φt
θ−tωu[x]−Z(ω)[x]| < 1

2n
.

This completes the proof of Theorem 6.14. �
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6.3. Uniqueness of Global Solutions to the Semi-

Discrete Stochastic Heat Equation

Now we are ready to prove our main theorem, Theorem 6.3. Let Ω̂ ⊂ Ω̃ such that Q(Ω̂) = 1 and

y 7→ Z(y, t, ω)

Z(0, t, ω)
∈ L, ∀t ∈ R, ω ∈ Ω̂.

For every ω ∈ Ω̂, let νω be the probability measure on (L,B(L)) defined by

νω(·) := δY(ω)(·),

where Y(ω) is the element of L defined by Y(ω)[y] := Z(y, 0, ω)/Z(0, 0, ω). As in the proof of

Theorem 6.14, let Z(ω) be the element of L defined by Z(ω)[y] := Z̃y,0−∞(ω). For A ∈ F̃ ⊗ B(L), set

ν(A) :=

∫
Ω̂
νω(Aω) Q(dω),

where Aω = {f ∈ L : (ω, f) ∈ A}. Since Z is a global stationary solution to sSHE, one can proceed

as in the proof of Theorem 6.14 to show that ν is an invariant probability measure for the skew

product (Θt)t≥0. The uniqueness part of Theorem 6.14 then implies that

ν(A) =

∫
Ω̃
δZ(ω)(Aω) Q(dω), A ∈ F̃ ⊗ B(L).

Consider the set

A := {(ω, f) ∈ Ω̃× L : Z(ω) = f}.

For every ω ∈ Ω̃, Aω = {Z(ω)}. Hence

∫
Ω̂
δY(ω)({Z(ω)}) Q(dω) = 1,

which implies that Y = Z Q-almost surely. And since Q is invariant under each shift θt, there is a

set Ω′ of full Q-measure such that Y(ω) = Z(ω) for every ω ∈ Ω′, and θr(Ω′) = Ω′ for every r ∈ Z.

Fix ω ∈ Ω′. As Z and Z ·,·−∞ are global stationary solutions to sSHE (see Proposition 6.2), we have
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for every y ∈ Zd and t > 0

Z(y, t, ω)

Z(0, t, ω)
=

∑
x∈Zd Z(x, 0, ω)Zy,tx,0(ω)∑
x∈Zd Z(x, 0, ω)Z0,t

x,0(ω)

=

∑
x∈Zd Y(ω)[x]Zy,tx,0(ω)∑
x∈Zd Y(ω)[x]Z0,t

x,0(ω)
=

∑
x∈Zd Z(ω)[x]Zy,tx,0(ω)∑
x∈Zd Z(ω)[x]Z0,t

x,0(ω)
= Z̃y,t−∞(ω).

Finally, for every t ≤ 0 there is r ∈ Z such that t+ r > 0, so we obtain for every y ∈ Zd

Z(y, t, ω)

Z(0, t, ω)
=
Z(y, t+ r, θ−rω)

Z(0, t+ r, θ−rω)
= Z̃y,t+r−∞ (θ−rω) = Z̃y,t−∞(ω).
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7.1. Building Blocks: Proof of Lemma 4.12

Let σ ∈ (3
4 , 1), σ ∈ (0, 1

2(1 − σ)), µ ∈ (−∞,−1), ν ∈ (1
2 , 1), and ν1 ∈ (ν−1 − 1, 1). Let χ1(t) be the

smallest even integer ≥ t(1− t−σ), and let χ2(t) be the largest odd integer ≤ t(1 + t−σ). Recall

J(t) =
{
n ∈ N :

∣∣∣n
t
− 1
∣∣∣ < 1− ν

}
, and K(t) = {l ∈ N : χ1(t) ≤ l ≤ χ2(t)} .

Before proving Lemma 4.12, we derive a proposition that will allow us to streamline the proof.

Proposition 7.1

For β > 0 sufficiently small, the following statements hold.

(B1) There is ρ̃ > 0 such that for every ρ ∈ (0, ρ̃], c ≥ 0,

lim
t→∞

e(ρ−1)t
∑
l /∈J(t)

ect
µl t

l

l!

∑
1≤r≤l+1

rαrA(t, l, r) = 0.

(B2) There is ρ̃ > 0 such that for every ρ ∈ (0, ρ̃],

lim
t→∞

e(ρ−1)t
∑
l∈J(t)

tl

l!

∑
ν1l≤r≤l+1

rαrA(t, l, r) = 0.

(B3) We have

lim
t→∞

et
σ
e−t

∑
l∈J(t)\K(t)

tl

l!

∑
1≤r≤l+1

rαrA(t, l, r) = 0.

160
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Proof. Let us first show (B1). Fix δ ∈ (0, 1), κ ∈
(
e1− 1

δ , δ
)

, κ̂ ∈
(
e1− 1

ν , ν
)

, and ν0 ∈ (0, δ2). Let

β > 0 be so small that

e1−β2
>
( e
κ

)δ
∨
( e
κ̂

)ν
, β2 < ν0α

−1.

Then, let ρ̃ > 0 be so small that

e1−β2−ρ̃ >
( e
κ

)δ
∨
( e
κ̂

)ν
.

For fixed ρ ∈ (0, ρ̃] and c ≥ 0, we decompose

e(ρ−1)t
∑
l /∈J(t)

ect
µl t

l

l!

∑
1≤r≤l+1

rαrA(t, l, r)

into ∑
0≤l≤ν0t

Yl(t) +
∑

ν0t<l≤νt
Yl(t) +

∑
l≥(2−ν)t

Yl(t), (7.1)

where

Yl(t) = e(ρ−1)t t
l

l!
ect

µl
∑

1≤r≤l+1

rαrA(t, l, r).

For 0 ≤ l ≤ νt,

ect
µl ≤ ecνtµ+1

.

As µ+ 1 < 0, exp(cνtµ+1) stays bounded, so we disregard the factors exp(ctµl) in the first two sums

in (7.1). Lemma 4.6 implies for t ≥ β−2 ∨ 2

Yl(t) . β
−2e−(1−β2−ρ)t(l + 1)2ect

µl
∑

1≤r≤l+1

r(αβ2)r
tl+r

(l + r)!
. (7.2)

Then by Lemma 4.12,

Yl(t) . e
bδtc(t+ 1)5 tbδtc√

2πbδtcbδtcbδtc
≤ (t+ 1)3

√
2πκt

( e
κ

)δt
.

Since

e1−β2−ρ >
( e
κ

)δ
,

we have

lim
t→∞

∑
0≤l≤ν0t

Yl(t) = 0.
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Next, observe that for l > ν0t and 1 ≤ r ≤ l + 1,

tr

(l + 1) . . . (l + r)
≤
(
t

l

)r
≤ ν−r0 . (7.3)

From this, (7.2), and β2 < ν0α
−1, we infer the estimate

∑
ν0t<l≤νt

Yl(t) . β
−2e−(1−β2−ρ)t

∑
ν0t<l≤νt

(l + 1)2 t
l

l!
.

As

e1−β2−ρ >
( e
κ̂

)ν
,

we have similarly, again with the help of Stirling’s formula,

lim
t→∞

∑
ν0t<l≤νt

Yl(t) = 0.

From (7.3) and β2 < ν0α
−1, we may also infer

∑
l≥(2−ν)t

Yl(t) . β
−2e−(1−β2−ρ)t

∑
l≥(2−ν)t

(l + 1)2 (tect
µ
)l

l!

. β−2t2e−(1−β2−ρ)t
∑

l≥(2−ν)t−2

(tect
µ
)l

l!
.

Let ρ2 = 2− ν and ρ1 ∈
(
e

1− 1
ρ2 , ρ2

)
. Then,

ρ1t exp(ctµ) < b(2− ν)t− 2c < ρ2t exp(ctµ)

for t sufficiently large, and Lemma 7.4 gives

lim
t→∞

∑
l≥(2−ν)t

Yl(t) = 0.

Now, we show (B2). Notice that f(t) = bν(1 + ν1)tc, ρ2 = ν(1 + ν1), and ρ1 ∈
(
e

1− 1
ρ2 , ρ2

)
satisfy

the conditions in Lemma 7.4. Therefore, we can choose λ > 0 so small that

lim
t→∞

e(λ−1)t
∞∑

n=f(t)

tn

n!
= 0. (7.4)
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Let β > 0 be so small that β2 < λ ∧ α−1, and let ρ̃ ∈ (0, (λ ∧ α−1)− β2). Fix ρ ∈ (0, ρ̃]. Lemma 4.6

implies for β2 < 1 and t ≥ β−2 ∨ 2

e(ρ−1)t
∑
l∈J(t)

tl

l!

∑
ν1l≤r≤l+1

rαrA(t, l, r) (7.5)

.β−2e−(1−β2−ρ)t
∑
l∈J(t)

(l + 1)2
∑

ν1l≤r≤l+1

r(αβ2)r
tl+r

(l + r)!
.

For l > νt and ν1l ≤ r ≤ l + 1, we have l + r ≥ (1 + ν1)l > (1 + ν1)νt > t, where we used that

ν1 > ν−1 − 1. Hence,
tl+r

(l + r)!
≤ td(1+ν1)le

d(1 + ν1)le!
. (7.6)

Since β2 < α−1, the expression in the second line of (7.5) is thus less than a constant times

β−2e−(1−β2−ρ)t
∑
l∈J(t)

(l + 1)2 td(1+ν1)le

d(1 + ν1)le!
. β−2e−(1−β2−ρ)tt2

∑
l>ν(1+ν1)t

tl

l!
.

Since β2 + ρ < λ, the right side tends to 0 on account of (7.4).

Finally, we show (B3). In light of (B2), it is enough to show

lim
t→∞

et
σ
e−t

∑
l∈J(t)\K(t)

tl

l!

∑
1≤r<ν1l

rαrA(t, l, r) = 0.

By Lemma 4.7, we have for β so small that α(2− ν)ψ < 1 the estimate

∑
l∈J(t)\K(t)

tl

l!

∑
1≤r<ν1l

rαrA(t, l, r) .
∑

l∈J(t)\K(t)

tl

l!
.

Fix σ̃ ∈ (0, σ). By Stirling’s formula,

et
σ
e−t

∑
0≤l<χ1(t)

tl

l!
. et

σ
e−t

∑
0≤l≤(1−t−σ̃)t

tl

l!
. tet

σ−t e
d(1−t−σ̃)tetd(1−t

−σ̃)te

d(1− t−σ̃)ted(1−t−σ̃)te . (7.7)

If we set

r(t) =
1

2

(
e

1− 1

1−t−σ̃ +
(
1− t−σ̃

))
,

we have

e
1− 1

1−t−σ̃ < r(t) < 1− t−σ̃.
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By L’Hospital’s rule,

lim
t→∞

t
(
1− t−σ̃ − r(t)

)
=
σ̃

2
lim
t→∞

t1−σ̃

(
e

1− 1

1−t−σ̃

(1− t−σ̃)2
− 1

)

=
σ̃2

2(σ̃ − 1)
lim
t→∞

t1−2σ̃ e
1− 1

1−t−σ̃

(1− t−σ̃)4

(
2t−σ̃ − 1

)
=∞,

where we used that σ̃ < 1
2 . Then, for t sufficiently large,

d(1− t−σ̃)te ≥ (1− t−σ̃)t− t

2

(
1− t−σ̃ − r(t)

)
=
t

2

(
1− t−σ̃ + r(t)

)
> tr(t).

Thus, the right side of (7.7) is less than a constant times

tet
σ−t
(

e

r(t)

)(1−t−σ̃)t

.

It remains to check that the term above converges to 0 as t→∞, or equivalently

lim
t→∞

ln

(
tet

σ−t
(

e

r(t)

)(1−t−σ̃)t)
= lim
t→∞

(
ln(t)− t

(
t−σ̃ − tσ−1 + (1− t−σ̃) ln(r(t))

))
= −∞.

To simplify notation, we set

ι(t) =
1

1− t−σ̃
, e(t) = e1−ι(t).

For fixed ϕ ∈ (σ, 1− 2σ̃), L’Hospital’s rule implies

lim
t→∞

t−ϕt
(
t−σ̃ − tσ−1 + (1− t−σ̃) ln(r(t))

)
=

σ̃

ϕ− 1
lim
t→∞

t1−σ̃−ϕ
(

1− t−σ̃ + e(t)ι(t)2(1− t−σ̃)

1− t−σ̃ + e(t)
− 1 +

1− σ
σ̃

tσ̃+σ−1 + ln(r(t))

)
=

σ̃2

(ϕ− 1)(σ̃ + ϕ− 1)
lim
t→∞

t1−2σ̃−ϕ
(

2 + 2e(t)ι(t)2

1− t−σ̃ + e(t)
+

1− t−σ̃

(1− t−σ̃ + e(t))2

·
((

1− t−σ̃ + e(t)
) (
e(t)ι(t)4 − 2e(t)ι(t)3

)
−
(
1 + e(t)ι(t)2

)2)
+

1− σ
σ̃2

(σ̃ + σ − 1)t2σ̃+σ−1

)
=

σ̃2

2(ϕ− 1)(σ̃ + ϕ− 1)
lim
t→∞

t1−2σ̃−ϕ =∞.

If t is so large that t−ϕt
(
t−σ̃ − tσ−1 + (1− t−σ̃) ln(r(t))

)
≥ 1, we have

ln(t)− t
(
t−σ̃ − tσ−1 + (1− t−σ̃) ln(r(t))

)
≤ (ln(t)− tϕ) ,



TOC | chapter 7 | section 1 165

which tends to −∞ as t→∞. Stirling’s formula and the tail estimate

∞∑
n=k

tn

n!
≤ tk

k!

1

1− t
k

, k > t,

yield in addition

et
σ
e−t

∑
l>χ2(t)

tl

l!
. et

σ
e−t

∑
l≥(1+t−σ̃)t

tl

l!
.et

σ−t e
d(1+t−σ̃)tetd(1+t−σ̃)te

((1 + t−σ̃)t)d(1+t−σ̃)te ·
1

1− 1
1+t−σ̃

.tσ̃et
σ−t
(

e

1 + t−σ̃

)(1+t−σ̃)t

.

To complete the proof of (B3), let us now show that

lim
t→∞

ln

(
tσ̃et

σ−t
(

e

1 + t−σ̃

)(1+t−σ̃)t)
= −∞.

For ϕ ∈ (σ, 1− 2σ̃), we have by virtue of L’Hospital’s rule

lim
t→∞

t−ϕt
(
(1 + t−σ̃) ln(1 + t−σ̃)− t−σ̃ − tσ−1

)
=

σ̃

1− ϕ
lim
t→∞

(
t1−σ̃−ϕ ln(1 + t−σ̃) +

σ − 1

σ̃
tσ−ϕ

)
=

σ̃

1− ϕ
lim
t→∞

t1−σ̃−ϕ ln(1 + t−σ̃)

=
σ̃2

(ϕ− 1)(σ̃ + ϕ− 1)
lim
t→∞

t1−2σ̃−ϕ

1 + t−σ̃
=∞.

In particular, we can choose t so large that t−ϕt
(
(1 + t−σ̃) ln(1 + t−σ̃)− t−σ̃ − tσ−1

)
≥ σ̃, in which

case, as t→∞, we have:

σ̃ ln(t)− t((1 + t−σ̃) ln(1 + t−σ̃)− t−σ̃ − tσ−1) ≤ σ̃(ln(t)− tϕ)→ −∞ �

7.1.1. Proof of Lemma 4.12

(A0) is an immediate consequence of (A1) since

∑
0≤r<ν1l−1

(r + 1)αrA(t− 2tξ1 , l, r + 1) < 1.
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We now prove (A1). We split the proof into two parts. First, we show that

lim sup
t→∞

e−β
2tξ1 sup

‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l) (7.8)

∑
0≤r<ν1l−1

(r + 1)αrA(t− 2tξ1 , l, r + 1) <∞.

For l ∈ J(t−2tξ1) and 0 ≤ r < ν1l−1, we have by Lemma 4.7 that A(t−2tξ1 , l, r+1) . ((2−ν)ψ)r.

Moreover,
P•(l)

P•(l + 1)
=

(t− 2tξ1)l(l + 1)!

(t− 2tξ1)l+1l!
=

l + 1

t− 2tξ1
,

which is bounded in t. Hence,

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l)

∑
0≤r<ν1l−1

(r + 1)αrA(t− 2tξ1 , l, r + 1)

.
∑

l∈J(t−2tξ1 ),
l≡‖y‖1

qyl P
•(l) +

∑
l∈J(t−2tξ1 ),
l≡‖y‖1+1

qyl+1P
•(l) . py

t−2tξ1
.

By Lemma 2.12,
py
t−2tξ1

pyt
. eβ

2tξ1

for t sufficiently large. This implies (7.8). The statement in (A1) will then follow from

lim
t→∞

sup
‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l)

∑
ν1l−1≤r≤l

(r + 1)αrA(t− 2tξ1 , l, r + 1) = 0. (7.9)

Let σ̃ ∈ (σ, 1). We have

sup
‖y‖≤tσ

1

pyt

∑
l∈J(t−2tξ1 )

qyι(y,l)P
•(l)

∑
ν1l−1≤r≤l

(r + 1)αrA(t− 2tξ1 , l, r + 1)

.e(t−2tξ1 )σ̃e−(t−2tξ1 )
∑

l∈J(t−2tξ1 )

(t− 2tξ1)l

l!

∑
ν1l≤r≤l+1

rαrA(t− 2tξ1 , l, r),

and the expression above tends to 0 as t→∞ by (B2) of Proposition 7.1.

To prove (A2), it is enough to replace t − 2tξ1 with tξ1 in (7.8) and to drop the terms e−β
2tξ1 and

qyι(y,l)/p
y
t . With respect to (A3), replace t − 2tξ1 with tξ1 in the proof of (7.9), and notice that (B2)

of Proposition 7.1 also lets us deal with the additional factors tθ and eβ
2tξ1 provided that β2 ≤ ρ̃.
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With regard to (A4) , we have for θ, c > 0, β2 < ρ̃, and µ := (σ − 1)/ξ1 < −1

tθeβ
2tξ1

∑
l /∈J(tξ1 )

ect
σ−1lP−(l)

∑
0≤r≤l

(r + 1)αrA(tξ1 , l, r + 1)

.e(ρ̃−1)tξ1
∑

l /∈J(tξ1 )

ec(t
ξ1 )µl (t

ξ1)l

l!

∑
1≤r≤l+1

rαrA(tξ1 , l, r),

and the expression above tends to 0 as t→∞ by (B1) of Proposition 7.1.

Instead of proving (A5), we will show the following stronger statement:

lim
t→∞

tθet
σ

∑
l /∈K(t−2tξ1 )

P•(l)
∑

0≤r≤l
(r + 1)αrA(t− 2tξ1 , l, r + 1) = 0, θ > 0. (7.10)

Notice that for θ > 0 and σ̃ ∈ (σ, 1),

tθet
σ

∑
l /∈K(t−2tξ1 )

P•(l)
∑

0≤r≤l
(r + 1)αrA(t− 2tξ1 , l, r + 1)

.e(ρ̃−1)(t−2tξ1 )
∑

l /∈J(t−2tξ1 )

(t− 2tξ1)l

l!

∑
1≤r≤l+1

rαrA(t− 2tξ1 , l, r)

+ e(t−2tξ1 )σ̃e−(t−2tξ1 )
∑

l∈J(t−2tξ1 )\K(t−2tξ1 )

(t− 2tξ1)l

l!

∑
1≤r≤l+1

rαrA(t− 2tξ1 , l, r).

and the term above tends to 0 as t→∞ by (B1) and (B3) of Proposition 7.1.

Finally, (A8) is an immediate consequence of (7.10), completing the proof of Lemma 4.12.

7.2. Calculus Estimates

Lemma 7.2

There is c > 0 such that for any n ∈ N, l ∈ N0, and M > 0,

∑
n1+...+nl+1=n,
n1,...,nl+1≥M

l+1∏
j=1

n
− d

2
j ≤ cl

M l( d
2
−1)

n−
d
2 . (7.11)

Here, n1, . . . , nl+1 are always integers.

Proof. We choose c > 2d max
{
ζ(d2), (d2 − 1)−1

}
, where ζ is the Riemann zeta function, and prove
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the statement by induction. In the base case l = 0, the left side of (4.37) becomes n−
d
2 = c0

M0n
− d

2 ,

so we even have equality. In the induction step, suppose that (4.37) holds for some l ∈ N0. Then,

∑
n1+...+nl+2=n,
n1,...,nl+2≥M

l+2∏
j=1

n
− d

2
j =

∑
n′+nl+2=n,
n′,nl+2≥M

( ∑
n1+...+nl+1=n′,
n1,...,nl+1≥M

l+1∏
j=1

n
− d

2
j

)
n
− d

2
l+2. (7.12)

For any n′, ∑
n1+...+nl+1=n′,
n1,...,nl+1≥M

l+1∏
j=1

n
− d

2
j ≤ cl

M l( d
2
−1)

(n′)−
d
2

by induction hypothesis. Hence, the right side of (7.12) is bounded from above by

cl

M l( d
2
−1)

∑
n′+nl+2=n,
n′,nl+2≥M

(n′)−
d
2n
− d

2
l+2. (7.13)

We have ∑
n′+nl+2=n,
n′,nl+2≥M

(n′)−
d
2n
− d

2
l+2 ≤ 2

∑
n′+nl+2=n,
n′≥nl+2≥M

(n′)−
d
2n
− d

2
l+2.

If n′ + nl+2 = n and n′ ≥ nl+2, it follows that n′ ≥ n
2 , so the right side is less than

2
d
2

+1n−
d
2

∑
nl+2≥M

n
− d

2
l+2. (7.14)

If M ≥ 2, we have ∑
nl+2≥M

n
− d

2
l+2 ≤

∫ ∞
M
2

x−
d
2 dx =

2
d
2
−1

d
2 − 1

M1− d
2 .

If M < 2, ∑
nl+2≥M

n
− d

2
l+2 ≤ ζ(d2) < ζ(d2)2

d
2
−1M1− d

2 .

The expression in (7.14) is therefore less than

2dn−
d
2 max

{
(ζ(d2), (d2 − 1)−1

}
M1− d

2 < cM1− d
2n−

d
2 .
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Combining this estimate with (7.13) yields

∑
n1+...+nl+2=n,
n1,...,nl+2≥M

l+2∏
j=1

n
− d

2
j ≤ cl+1

M (l+1)( d
2
−1)

n−
d
2 . �

In the proof of Lemma 3.7, we use the following auxiliary result that corresponds to Inequality

(3.29) in [Kif97].

Lemma 7.3

There is a constant c > 0, depending only on the dimension d, such that for any r ∈ N,

∑
0<i1<...<ir<n

i
− d

2
1 (i2 − i1)−

d
2 . . . (ir − ir−1)−

d
2 (n− ir)−

d
2 ≤ crn−

d
2 , n ≥ r + 1. (7.15)

Proof. We prove the statement by induction. By Jensen’s inequality,

(
1

i
+

1

n− i

) d
2

≤ 2
d
2
−1

(
1

i
d
2

+
1

(n− i)
d
2

)
, 1 ≤ i < n.

For r = 1, the left side of (7.15) becomes

n−1∑
i=1

1

i
d
2

· 1

(n− i)
d
2

=
1

n
d
2

n−1∑
i=1

(
1

i
+

1

n− i

) d
2

.
1

n
d
2

n−1∑
i=1

(
1

i
d
2

+
1

(n− i)
d
2

)
.

1

n
d
2

.

In the induction step, assume that (7.15) holds for some r ∈ N. Then, for n ≥ r + 2,

∑
0<i1<...<ir+1<n

i
− d

2
1 (i2 − i1)−

d
2 . . . (ir+1 − ir)−

d
2 (n− ir+1)−

d
2

=
n−1∑

ir+1=r+1

(n− ir+1)−
d
2

∑
0<i1<...ir<ir+1

i
− d

2
1 (i2 − i1)−

d
2 . . . (ir+1 − ir)−

d
2

≤ cr
n−1∑

ir+1=1

(n− ir+1)−
d
2 · i−

d
2

r+1 ≤ c
r+1n−

d
2 . �
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Lemma 7.4

Let f(t) be an integer-valued function such that there are ρ2 > ρ1 > 1 for which eρ2−1 < ρρ21 and

ρ1t < f(t) < ρ2t for all t sufficiently large. Then, we have for λ > 0 sufficiently small

lim
t→∞

e(λ−1)t
∞∑

n=f(t)

tn

n!
= 0.

Proof. Using the tail estimate

∞∑
n=k

tn

n!
≤ tk

k!

∞∑
n=k

(
t

k

)n−k
=
tk

k!

1

1− t
k

, k > t

and Stirling’s formula, we have

e(λ−1)t
∞∑

n=f(t)

tn

n!
. t−

1
2 e(λ−1)t

(
e

ρ1

)ρ2t
.

From this we obtain the desired convergence for λ < 1− ρ2(1− ln(ρ1)). �

7.3. Some Ergodic Theory results

Lemma 7.5

The shift θ is mixing; in particular, it is ergodic.

Proof. For x ∈ Zd, interpret W x as the coordinate map that assigns to ω ∈ Ω the function

ωx ∈ C(R,R). Each W x is then a random variable taking on values in the space C(R,R), and

the collection of random variables (W x)x∈Zd is i.i.d. Let σ(W x : x ∈ Zd) be the smallest σ-algebra

with respect to which the random variables (W x)x∈Zd are measurable. We need to show that for

any A,B ∈ σ(W x : x ∈ Zd),

lim
n→∞

Q(A ∩ θ−n(B)) = Q(A)Q(B). (7.16)

It is enough to verify (7.16) for all A,B in some π-system that generates σ(W x : x ∈ Zd), see for

instance [Dur10]. Such a generating π-system is given by

A =

∞⋃
k=1

σ(W xj : 1 ≤ j ≤ k),
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where (xj)j≥1 is an enumeration of Zd. Let A,B ∈ A. Then, there is k ∈ N such that

A,B ∈ σ(W xj : 1 ≤ j ≤ k).

Let N ∈ N be so large that

{xj : 1 ≤ j ≤ k} ∩ {xj + ne1 : 1 ≤ j ≤ k} = ∅, n ≥ N.

Then, for n ≥ N , the random variables W x1 , . . . ,W xk ,W x1+ne1 , . . . ,W xk+ne1 are independent, and

so are the σ-algebras σ(W xj : 1 ≤ j ≤ k) and σ(W xj+ne1 : 1 ≤ j ≤ k). As A ∈ σ(W xj : 1 ≤ j ≤ k),

θ−n(B) ∈ σ(W xj+ne1 : 1 ≤ j ≤ k) and as θ is µ-preserving, we have

Q(A ∩ θ−n(B)) = Q(A)Q(θ−n(B)) = Q(A)Q(B). �

Lemma 7.6

Let T be a measure-preserving transformation on a probability space (Ω,F , P ), and assume in addition

that T is mixing. Moreover, let (ti)i≥1 be a sequence of positive integers that increases to ∞, and let

A ∈ F with P(A) > 0. Then, for P-almost every ω ∈ Ω, there is i ∈ N such that T ti(ω) ∈ A.

Proof. Suppose by contradiction that there exits a set D such that P(D) > 0 and

T ti(ω) ∈ Ac for all i ∈ N and all ω ∈ D.

Let β := P(Ac) = 1−P(A) < 1, and let k ∈ N be such that βk < P(D).

Let C1 := T−t1(Ac), then P(C1) = P(Ac) because T is measure-preserving.

Let ε > 0. Since T is mixing, there exists N1 ∈ N such that

P(T−n(Ac) ∩ C1) < P(Ac)P(C1) + ε < P(Ac)2 + ε for all n > N1.

Let i1 ∈ N such that ti1 > N1, then

P(T−ti1 (Ac) ∩ C1) < P(Ac)2 + ε = β2 + ε.
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Now let C2 := T−ti1 (Ac) ∩ C1. Then, there exists N2 ∈ N such that

P(T−n(Ac) ∩ C2) < P(Ac)P (C2) + ε < β(β2 + ε) + ε for all n > N2.

So taking i2 ∈ N such that ti2 > N2, we can define a set C3 := T−ti2 (Ac) ∩ C2 such that for N3

sufficiently large

P(T−nAc ∩ C3) < P(Ac)P (C3) + ε < β
(
β(β2 + ε) + ε

)
+ ε = β4 + ε(β2 + β + 1) for all n > N3.

Continuing in this fashion, we can construct ti1 , . . . tik and a set

Ck :=
k⋂
j=1

T−tij (Ac)

for which

P(Ck) = βk + ε

(
k−2∑
m=0

βm

)
.

However,

D =
∞⋂
i=1

T−ti(Ac) ⊆
k⋂
j=1

T−tij (Ac) = Ck.

Therefore, P(D) ≤ βk + ε
(∑k−2

m=0 β
m
)

for all ε > 0. Thus, P(D) ≤ βk, contradicting our previous

assumption that βk < P(D). �
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